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In the Lagrange method for constrained optimization, estimates of the Lagrange
multipliers (dual variables), λ ∈Rm say, are adjusted in an outer iteration, and
the Lagrange function L(x, λ), x ∈ X , is minimized for each λ, where x ∈Rn is
the vector of primal variables, and where X is a prescribed compact subset of
Rn. Let φ(λ) be the least value of L(·, λ). Assuming only that all functions are
continuous, it is proved that φ(λ), λ∈Rm, is concave. Further, if the minimizer of
L(·, λ) is unique, then φ(λ) is differentiable at λ∈Rm, the components of ∇φ(λ)
being values of the constraint functions. These properties, and some difficulties
that occur when the minimizer of L(x, λ), x∈X , is not unique, are illustrated by
an example that has two variables and one equality constraint.

The name SAO stands for Sequential Approximate Optimization. Now quadratic
approximations are made to the objective and constraint functions of the given
calculation, and the method above is applied using these approximations instead
of the original functions, the approximations being updated in an outermost iter-
ation. They have diagonal second derivative matrices, in order that minimizing
every L(·, λ) is easy, which allows n to be huge. The quadratic constraints are
often inconsistent, however, so the bounds ‖λ‖∞ ≤ Λ may be imposed for some
constant Λ. It is proved that, if λ maximizes φ(λ) subject to ‖λ‖∞≤Λ, and if a
unique vector x(λ)∈X minimizes L(·, λ), then x(λ) minimizes the objective func-
tion plus Λ times the L1 norm of the violations of the current constraints. This
result is highly useful for controlling the updating of the quadratic approximations
in the outermost iteration of the SAO method.
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