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Abstract
Learning is the gateway to understanding intelligence in 
biological organisms and to reproducing it in machines. In this 
context, I will introduce modern learning theory and sketch 
some of its mathematical foundations centered on conditions for 
prediction. A classical example of learning algorithms is provided 
by regularization in Reproducing Kernel Hilbert Spaces. 
Neuroscience, however, suggests a hierarchical architecture for 
learning which classical algorithms do not have. I will describe a 
new attempt (with S. Smale) to develop a mathematics for 
hierarchical kernel machines—centered around the notion of a 
recursively defined “derived kernel”—and directly suggested by 
the neuroscience of the visual cortex. I will conclude with a 
proposal to extend this feed forward architecture to reflect the 
recursive organization of cortex.


