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Abstract
Distributed learning based on the divide and conquer approach is a powerful too for big data
processing. We introduce a distributed kernel gradient descent algorithm for the minimum error
entropy principle and analyze its convergence. We show that the L? error decays at a minimax
optimal rate under some mild conditions. As a tool we establish some concentration inequalities
for U-statistics which play pivotal roles in our error analysis.
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1 Introduction

Distributed learning has received increasing attention in recent years for its power to handle big data.
Among many strategies of distributed learning, the divide and conquer approach has been shown
simple and effective. It starts with a data set that is stored distributively in local machines or dividing
the whole data set into multiple subsets that are distributed to local machines, then applies a base
algorithm to analyze each subset, and finally pools the information together by simple averaging.
This approach is computationally efficient by enabling parallel computing in the second stage and can
preserve data security and privacy by minimizing mutual information communications. Recently, it
was also shown to be consistent for several base algorithms and sometimes achieve optimal learning
rates. For instance, in [23], it was proved that the M-estimation of a fixed number of parameters by
a distributed method is first order equivalent to the estimation using the whole data set and thus
preserves statistical properties such as efficiency and robustness. In [33] [20], divide and conquer
method for regression analysis with kernel ridge regression was shown to achieve optimal learning
rates in a minimax sense provided that the number of subsets satisfies some constraints. Similar
results were also extended to the spectral algorithm [I3] [15], the gradient descent algorithm [21],
and the bias correct regularization kernel network [14].

Minimum error entropy (MEE) was proposed as an alternative to the least square method in the
literature of adaptive systems [8]. It was motivated to minimize the information contained in the
prediction error to improve prediction accuracy. Recall that the least square regression is optimal for
Gaussian noise but suboptimal for non-Gaussian noise. MEE shows to be robust to deal with heavy
tailed or non-Gaussian impulse noises. Therefore, it has received considerable study in the literature
and is widely used for many learning tasks; see [7, 9} 12}, (25 26}, [5], 16l 1°7, 10}, Bl 4] 28] 24] and a vast
references therein. The MEE method is usually implemented by gradient descent algorithms and
their convergence has been proved in [5, [I8, 19]. In this paper we are interested in the implementation
of MEE by a distributed gradient descent method in a big data setting. Note that the MEE loss
function involves a pair of observations and is non-convex. So its analysis is essentially different from
the least square method. Although existing works on distributed learning do shed some light on
the understanding of distributed MEE, they do not apply directly. Rigorous analysis of distributed
MEE is more involved and necessary to derive the consistency and learning rates.

The main contributions of this paper include the following. (i) We derive error bounds for the
distributed kernel gradient descent MEE algorithm and show the algorithm can achieve the minimax
optimal learning rate. This is a completely new result. (ii) As a byproduct, we prove that the kernel
gradient MEE algorithm on a single data set can achieve the minimax optimal rate, which improves
existing results in the literature. (iii) We establish some concentration inequalities for distributed
U-statistics. They play pivotal roles in our analysis of the distributed MEE algorithm in this paper
and could potentially apply to the analysis of other pairwise learning methods such as bipartite
ranking, gradient learning, and AUC maximization.

The rest of this paper is arranged as follows. In Section [2| we give some notations and assump-
tions used throughout the paper and present our main results. In Section [3| we prove some useful
concentration inequalities for distributed U-statistics. In Section [f] we present some useful lemmas
for the proof. The proof of the main results is given in Section[5] Simulations are done in Section [f]
to illustrate our theory. We close with some further discussions in Section [7]

To make it easy to follow our presentation below, in Table [I| we summarize some notations that
are repeatedly used throughout this paper.



Table 1: List of notations used throughout the paper

Notation Meaning of the notation
X the input variable
Y the response variable
X the sample space of X, a compact subset of a Euclidian space
Yy the sample space of Y, a subset of R
Z the product space X x Y
P an unknown probability measure on Z
px marginal probability measure of p on X
p(-|z) conditional probability of Y give X =z
f a function on X
f a function on X2 induced from f by f(z,u) = f(z) — f(u)
fo the mean regression function f,(z) = E[Y|X = z]
f; the function on X? induced from f, by ﬁ)(mm) = folx) — fo(u)
x; the ith observation for the input variable X
Yi the ith observation for the response variable Y
% the paired observation (z;,y;)
N the total number of observations
D the collection of all observations D = {(x1,y1)...,(xN,yn)}
k the number of subsets that the whole data D is partitioned into
D, the [th subset of D
m the sample size of each subset D;, m = % assuming N is divisible by k
G loss function of MEE algorithm
K a producing kernel on &
K a reproducing kernel on X? induced from K, defined in
Hi the reproducing kernel Hilbert space associated to K
Ly integral operator associated to K
fe+1,0 the function output by the kernel gradient descent MEE algorithm
with data D and kernel K after ¢ iterations
.]?t-‘rl,D the function output by pairwise kernel gradient descent MEE algorithm
with data D and kernel K after ¢ iterations
j:+17 p, | the function output by pairwise kernel gradient descent MEE algorithm
with data D; and kernel K after t iterations
ﬁ-‘rl,D the solution of distributed pairwise kernel gradient descent MEE algorithm
after ¢ iterations, equal to the average of f;+1,Dl,l =1,...,k
[N/4] | the largest integer not exceeding N/4




2 Main results

Throughout this paper, let X be the input variable of predictors and Y the response variable.
Assume they are linked by a regression model

Y =f(X)+e

with € a noise variable having conditional mean zero given X. Assume the sample space of X is a
compact subset X of R™ and the sample space of Y is a bounded subset ) of R. Denote by p the
joint probability measure of (X,Y) on Z = X x Y. Let px be the marginal distribution of p on X
and p(-]x) the conditional distribution of p for given x € X. The purpose of regression analysis is to
infer an estimated model fp from a sample D = {(z;,y;)}X; of N observations drawn independently
from p.

The MEE criterion was introduced for linear models in [8] [7] and extended to kernel models in
[17, 19]. We focus on the kernel models in this paper because linear models can be regarded as
special cases with linear kernels and are relatively easy to analyze. The Rényi quadratic entropy
based MEE method minimizes the empirical Rényi quadratic entropy

L ii ( x»)Q—hgyj - f(xjm?)

in a hypothesis space of functions, where G : Ry — R is a loss function. Since the log function is
monotone and does not affect the minimizer, the MEE method can be implemented by minimizing
the transformed empirical risk

. ii ( fe) — - f(me) |

The kernel MEE method minimizes R p(f) in a reproducing kernel Hilbert space. A Mercer kernel
is a continuous, symmetric, and positive semidefinite function K : X x X — R. The linear span of
the function set {K, = K(z,-),z € X'} with the inner product induced by (K., K,)x = K(z,y)
forms a pre-Hilbert space. Its completion is a reproducing kernel Hilbert space H . The reproducing
property is given by f(z) = (f, Kz)k and implies || f|loc < sup,ecx /K (2, )| f||x. The kernel MEE
method is usually solved by the gradient descent algorithm.

Definition 2.1. Given a sample D = {z; = (z,v:)}Y,, the kernel gradient decent algorithm for
MEE is defined by fi.p =0 and fort > 2,

fesro = fon = {NQZZ o (G e e,z s, —Kmi>}7 M

1j=1

Hy(f) = —log

where ny > 0 is the step size and (2, z;) = yi — fi(zi) — (yj — fi(z;)).

Similar to other kernel based gradient descent algorithms, early stopping is required to avoid
overfitting [29 [3I]. Since the loss function of MEE is non-convex, the kernel gradient descent
algorithm for MEE can be even more complicated. In an earlier work [19] we proved its consistency
by a covering number based argument, which, however, did not provide the optimal learning rate.

In this paper we consider a setting that the data is big or arrives naturally in a distributed
manner so that the kernel gradient descent algorithm cannot be done by a single processor and a
distributed approach has to be used. We decompose the data set D into k disjoint subset {Dl}f:1
of equal size so that each subset D; = {z(l) (z El),yfl))}ﬁl has sample size |D;| = m = . Let
ft,p, be the time t output of the kernel gradient descent algorithm on D;. The time t output of

the distributed kernel gradient descent algorithm for MEE is f_‘t+1, D= %Zle ft+1,p,- However, we



will not analyze this scheme directly. Instead, we will analyze an equivalent scheme by using some
advanced techniques that have been recently developed for pairwise learning [30]. For this purpose,
define the pairwise kernel K : X2 x X? — R by

K((z1,22), (u1,u2)) = K(z1,u1) + K (22, u2) — K(z2,u1) — K(21,u2)
= <K:c1 - K:CwKul - Kuz>K- (2)

For each function f on X, denote the function f(z) — f(z’) by f(z,2") : X x X = R. Tt is verified
that K defines a reproducing kernel and <f K (z.2)) f(:z:, x') for all f € H . Define the integral
operator Lz : Hg — Hg by

// f K(:rz I?(z,m’)dede7 .]?E H}?v

and the empirical operator Lz , on Hz by

Here and in the following |D| := N denotes the cardinal of the set D and D(x) := {z;}}, = { :
there exists some y such that (z,y) € D}. With these notations, we see that the algorithm is
equivalent to

s rs 1 Al / gt(ziazj) t %
Jt+1.0 = fe.p — M X ~N2 ZZ -G (T)E (Ziazj)K(zi,zj)
i=1 j=1
_F el 'z, 2") t N %
- ft7D ‘D‘Q G ( 2h2 )g (Z,Z )K(z,z’)7 (3)

(z,y),(=',y")€D

where ¢4(z,2)) =y —y — ﬁp(x,x’), z = (x,y) and 2’ = (2/,y'). Correspondingly we have an
equivalent scheme for the distributed kernel gradient descent algorithm with output

k
= 1
fe+1,0 = T Z t+1,D;-
The goal of this paper is to estimate the learning error between f;41 p and f, in the Lf,x x p-SDACE.
For simplicity, in the sequel we will use || - || to denote the norm || - ||z with respect to the
PxXPx
Lf) +xpx SPace when the meaning is clear from the context.

Throughout the paper, we assume, without loss of generality, that

K:= sup \/K (z,2), (z,2")) <1
(z,z")EX?

and |y| < M, for some M, > 0. It is easy to get that || f,]lec = sup |f,(z) — f,(a')] < 2M,. We
z,x'€X
assume that there exist some 0 < s < 1 and Cy > 0 such that

N =Tr[Lg(Lg + M) <CoA™®, ¥V A>0, )



and

_ 2
fo=L%g, forsomer>0andg € L. (5)
The assumption measures the capacity of Hy by the effective dimension, that is, the trace of the
operator Lz (L + AI)~1. Note it always holds with s = 1. For s < 1, it is almost equivalent to that

the eigenvalues o; of Ly decay at a rate i~%. The smoother the kernel function K is, the smaller

s and the smaller function space Hz. In particular, if K € C®, then s can be arbitrarily small, as
is the case for Gaussian kernels. The assumption measures the regularity of the target function.
It is the well known source condition. In general, f, is smoother if r is larger. Both conditions (4)
and are widely used in the learning theory literature.

For the loss function used in MEE, we assume that G'(0) = —1, G'(z) < 0 for any =z > 0,
sup,cr |G’ ()| < Cg, and there exists some ¢, > 0, p > 0 such that |G’ (z) — G'(0)| < ¢p|z|P for all
0<z<1.

Theorem 2.2. Assume that and hold for some r > % and 0 < s < 1. Take n, = nt~—% with

0<n<min{c,1} and0<0 <1 [fT = [N/4| 707 and

N27‘+s

= log ) ©)

then with confidence at least 1 — 4§,

-— - . prd 12\*
lfr+1,0 = foll < C*{me + th_%} (log 6) .
where C* is a constant depending on 0,7, p.

A direct implication of this theorem is that the kernel gradient descent MEE on a single data
set (i.e. k= 1) can achieve a convergence rate O(N ~ %+ ) if the bandwidth parameter & is chosen
to be large enough. This is minimax optimal for the regularized least square regression [I] when
r > % The convergence analyses in the MEE literature [5] I8, [19] always present results that are
worse than the regularized least square regression due to the pairwise feature of MEE algorithms.
We in this paper overcome this difficulty and the result shows MEE can achieve the same minimax
rate as the least square method.

In [30) 1] online pairwise learning with the least square loss or a general convex loss has been
investigated. Online learning is different from gradient descent algorithm in two aspects. First, at
each step ¢, online learning has only access to the sample (z;,y;),i = 1,...,t, while gradient descent
algorithm has access to all samples. Second, online learning has to complete T' = N iterations to go
through all N samples while gradient descent algorithm can stop with 7' < N iterations to avoid
overfitting, which is the well known early stopping rule. To our best knowledge, in the analysis of
online learning, it is difficult, if not impossible, to study the impact of the capacity of reproducing
kernel Hilbert spaces. As a consequence, in [30, [31], under the assumption r = % so that f, € Hz
capacity independent rate O(N *%) for the excess expected risk was obtained for online pairwise
learning with the least square loss and O(N *%) was obtained when the loss function is convex and

has a bounded gradient. Our rate O(N _ﬁ) for the kernel gradient descent MEE, either in the
single data set case or in the distributed case, is clearly faster.

For distributed regression with the regularized least square kernel method, the minimax optimal
rate has been verified in [33] 20, 13] under different restrictions on the number of local machines.
The most recent result in [I3] states the restriction as

2r—1

kSNmin{ﬁ72r+S . (7)




When the gradient descent algorithm is used the restriction obtained in [21] is

1

732
k< Nr“iz (8)
(logN)" +1

Note @ suffers a saturation effect that the number of local machines cannot increase when r > %
The restriction in is worse than @ when r < % but better when r > % as an award for overcoming
the saturation effect. Our result for the distributed kernel gradient descent MEE algorithm is quite

similar to . They differ only up to a logarithmic term which has minimal effect and is caused by
the difficulty to handle the pairwise and non-convexity features of MEE algorithms.

3 Concentration inequalities for distributed U-statistics

In this section we prove some concentration inequalities for distributed U-statistics that will be used

in the proof of our main results. We need the following lemma whose proof follows some standard

techniques from [22] and will be given in the appendix.

Lemma 3.1. Let {dj}j-vzl be a sequence of martingale differences with values in a Hilbert space

(H,|| - |l) and dy = 0. Set the conditional expectation E;_1|d;||* = E(||d;||*|d1,--- ,dj-1). If

Z;'V=1 E;_1]d;||> < 0? < 0o almost surely for some 0 >0 and sup ||dj||cc < M for some M > 0,
1<j<N

then we have for any ¢ > 0
N

c]bf_]__ M 2
Ecosh | ¢ Zdj <exp{(€ M2C Jo }

Jj=1

Furthermore, for any € > 0, we also have that

N .
{5 {00 e 2) 1))

<exp{—2(0_2+;’M€)}. (9)

Using Lemma[3.1] we can prove the following concentration inequality for distributed U-Statistics
of a Hilbert space valued bivariate random variable.
Theorem 3.2. Let &(+,-) be a symmetric random variable defined on the probability space (£ x
Z,pz X pz) with values in o Hilbert space (H, ]| - ||). Assume that ||€|lec < M almost surely and

a sample D = {z;}¥ | is drawn independently from (Z,p). Let D be decomposed randomly into k

disjoint subsets {D;}F_, such that each subset D; = {zfl)}?il has the same sample size m = & > 2.
Then, with confidence at least 1 — §, we have

x| =

k m m

1 OO } 2kM  2Mlog(2/0) 2E| |1 log(2/6)

— . . — K¢ < 1
;[ gj;a R e e T 7Ty N/ (10)
where | N/4| denotes the largest integer not exceeding N/4. In particular, if k = 1, we have with
confidence at least 1 — 6,

1 L& oM 2Mlog(2/8)  [2E[|¢]|21og(2/5)
FZZﬂ%Zj)—Ef S T 7T IN/4| D

i=1 j=1



Proof. We write

k m m
2 [ Y o) - B
=1 i=1 j=1
<L [1Zk:1i§( 0 :0)] - B¢ ,m=l [1Zk: ! izf( 0, )] - B¢
Cm|tkE I o m ki mm=1) i=1 j#i e
M m—1|1 < 1 &
< ¥t [Ez‘moﬁ 1).22’5(35”’4”)}”5 : (12)

Since £ is symmetric on Z x Z, we have

m

_]_ Zzg z(l)7 ] CQ Z§ 117 z(i)7

i=1 j#i

where C2, = #2'),2, and the summation ., is taken over all two-tuples (i1, i2) of distinct positive
integers not exceeding m. For each [, define

w._ 1 (OINO) L0 0] 0]
U = o [l A 6 D) Gl A, L))
Then
@ (l) PO (l) @
Zzﬁm — o el m,ZU
=1 j#i m m,2
and
1 1 g 1 1~
!
F 2 mGm 1) Z};ﬁwg EZ[ Z ZFWZ[,{;%}
: 1 JF : m m,m =
where the summation Zm’m is taken over all permutations (i1,--- ,4,,) of the integers 1,---,m.
Since Ui(l), ceey Ui(k) are independent and each Ui(l), =1, -+, kisasummation of [m/2] independent

random variables, we know that [% Zle Ui(l)} is a summation of k[m/2] > |N/4] independent
random variables. By Lemma [3.1] we have for any € > 0

N ECG])

g2 }
< ZeXp{ —
nin I = E|l€]>
S cosh(ce) 2 (k[m/Q] + 3 k[m/2] )

|N/4|e?
. zexp{ " 2EE + 30e) } "

By the convexity of cosh, we obtain

pron] |13 [ty 3o 3t -] 2

i=1 j#i

1 1w
—pron{ [ 3 [0 -2 =<}

s =



Bt (o T [155,056] )]

A
£
B

c>0 cosh(ce)
| E| cosh CH Ly Ui(l) —E¢ H
- % 0 [ ( [kcos}i(cla) ] )}

IN

E
QQXP{ " 2EJE[2+ 2Me) }

This implies that

N L NN L0 2M1log(2/0)  [2E|]2log(2/0)

with confidence at least 1 — §. Plugging the estimation into we obtain the the estimation

in .

The estimation in is a direct corollary of with k£ = 1. O

It is worth remarking that if k = 1 we have m = N and hence k|m/2] = | N/2]. So we see (13
still holds with | N/4] replaced by | N/2]. As a consequence we can improve the inequality
little bit by using | N/2| instead of | N/4] for the last two terms on the right hand side.

Recall that the definition of the operator L %.p, 0N Hz for each subset D is

1 m m
L p(F) =53 > A Ka) 7K (wsy)

=1 j=1

:I 1 Z <f7K(wi’)>I~{I?(x,x/), erH;{.

Dy|?
z,x'€D;(x)

Let I denote the identity operator. Consider the random variable
E(ZE’ x,) = (Lf( + )‘1)7% <'a I?(w,a;’)>]~( [’E(Lw’)'
Then E{(x,2") = (L + A )"z L 7 and the corresponding distributed sampling average is

o
2 e

k
R 11

s ey = (Lg +AD) 2D Lip,

=1 7

1 =1

NgE
Ms

J

By a similar procedure to that in [20], we obtain the following lemmas.
Lemma 3.3. With confidence at least 1 — 6, we have

(Lg + M)~ é( zj: )

2
< 2Ap i log 5

??'M—‘

where
ok 1 N
Apak = DIV DAV \ oA

Particularly, with confidence at least 1 — 9,

1 2
|z +an~3 g_Lg,D)ngAD,Alogg



and for each 1 =1,--- |k, with confidence at least 1 — &,

2
(g + a0 — Lz p))|| < 24D, 0108 5.
where ADQ\ = -AD,)\,l cmd »ADL,A = -ADl-)\,l'
Lemma 3.4. With confidence at least with 1 — 9,

2Ap » log 2\ 2
ZDA e Og“) +2 (15)

VA

Lemma 3.5. Assume that g(z,z') is a measurable function defined on Z x Z with ||g|lcc < M’

almost surely for some M' > 0 and D; = {z(l m,o={(z fl),yfl)) ™, 1 <1 <k. With confidence at
least 1 — 9,

H(LE,D + )Lz +/\I)H < 2(

m

1 1 — 1 . 2
%Zmz L +)\I 2[ ( z()’ 5))K( Ez)@y))*Lf(g} S2M/.AD7)\7klog5.
=1 =1 j=1

Specially, with confidence at least 1 — 8, when k =1, D = {z;}N; = {(zs,v:)} ¥4,
1 L& , . 2
w7 ZZ (Lp + \)~3 [ (26, 2) K (2, 0,) — Lf(g} < 2M'Ap s log .

4 Lemmas

We provide some useful lemmas before moving to the proof of our main results. Let 7} denote the
polynomial defined by f(s) = H;Zi(l —n;x) if i < t and, for notation simplicity, let 7/, (s) = 1
be the identity function. In our proof we need to deal with the polynomial operators ! (L 7) and

mi(Lg ). For this purpose we introduce the conventional notation Z j=r+1 = 1 the following
preliminary lemma.
Lemma 4.1. If 0 < a < 1,0<6 < 1,then for T > 3,

-1
T

T
Z 7;—(0-&-(1) Z j—0 < C@,aT_ min{a,1-0} log T, (16)
i=1 j=i+1

where Cy o 15 a constant depending only on 6 and o, whose value is given in the proof. In particular,
if a =0, we have

-1

T
it > i <15lgT. (17)

i=1 j=i+1

The proof of Lemma is given in the appendix. We now derive bounds for several operators
that are used in the proof of our main theorem.
Lemma 4.2. Ifn, =nt= % with0<n <1 and 0<6 <1, then for 1 <i<T —1,
|tz <1 (18)
I (L) <1 (19)

10



T —1
L2 pmha(Ese )] < ( 3 ) | )

j=i+1
T -1
[Lgmin (L) < <en > j‘e) : (21)
j=it1
T A
H Zm [(Lgp+ DT (Lg )] H <1+ mTl_ea (22)
i=1
T 77)\
| X mlg + ADrla@p)]| < 1+ 557 (23)
=1

Proof. Since ||LI~{7D|| <k <1land0<n<1, we have for each 1 <t < T, the operator I — nthgD
is positive with a operator norm bounded by 1. This implies . The conclusion follows
analogously by noting || Lz|| < 1.

Denote by A(L 7 p) the eigenvalue set of the operator L #ponHg. Since all eigenvalues of L %D
is bounded by [|Lz p| < & <1, we have

| pmlinlLgp)| = s [stha(s)| < sup lsmli(s)
s€A(Lz p) 0<s<1
T T -1
< sup sexp{s Z ’/]j} (e Z 77j>
O<zsl j=it1 j=it1
T -1
= (en Z j_9> .
j=i+1

This proves (20). The conclusion follows similarly.
To prove ([22)), note that

T

It follows that

T

U (LR,D) = (I - niLR’D)WZi-l(Lf(’D) = Wal(L}?,D) - niLz?’DWz?ji-l(Lf(,D)'

> nilg pria(Lg p) =711(Lg p) =71 (Lg.p) =T =71 (Lg p)

i=1

and

Therefore,

T

i=1

Zm(Lf(,D + )‘)Wal(L}?,D)

- HI - WIT(LKD)H <1.

T
ZmLf(,D”z‘TJrl(LKD)
i=1

T

Z mLf(,DWz‘TJrl(Lf(,D)
i=1

T T
STHAD mi=14n2) i’
i=1 i=1

T
Z niﬁﬁ-l (L}?,D)

i=1

< +A

By Lemma we obtain the desired bound in . The conclusion follows in a similar way. [

11



Define a data-free gradient descent sequence for the least square method in H z by fl =0 and
foin=Fi—m /X /X (ﬁ(%w') - fp(x,w’)) K(x,2')dpxpx = (I —=mLg)fe+mLgfp  (24)

The difference ﬁ+1 ,fp measures the step ¢ optimization error of the kernel gradient descent sequence
for the least square method. It has been well investigated in the literature, e.g. [29]. Under the
assumption with r > %, there hold

1 fe = foll < Bt~ =0 (25)
and

Ife = Foll g < hpt~(r=2)0=0), (26)

_1
where h, = max {||g||(2r/e)", [|lg[l[(2r —1)/e]" "7 }.
We will need the following estimations in the our proof.
Lemma 4.3. If n; = nt’e with 0 <n <1 and 0 <0 < 1, then there is a constant C, g, such that

T
S onillLg ol (L pIfi = Follz < Coonr (27)
i=1
and
T ~ ~
Sl LarTn LI - Follz < Coon (28)
i=1

Proof. By , Lemma and Lemma we have

-1
T

T T
Y . . (r—1)(1—
ZniHLkaa-l(L}?,D)H”fi_pr}?Shpzz 0 Z J 0 =20
i=1

i=1 j=i+1

< hpCor-1ya—0)T™ min{1-0,(r=3)(1=0)} jo0 T
: -1
< hoCo (r—1y1-0) (emin{l —6,(r—3)(1-0)})
where C@,('rf%)(lfﬁ is defined in Lemma This proves with

. —1
Cpﬂﬂn = h’PCG,(T—%)(l—@) (e mln{l — 9, (’/‘ — %)(1 — 9)}) .

The estimate follows analogously. O
Lemma 4.4. Ifn; = nt=% with 0 <n <1 and 0 < 0 < 1, then there is a constant D, g, such that

T

Y nillfi = Follg < Do, T° (29)
i=1

Proof. By we obtain

T T
Sl = Follg < hon S i 0= D0-0),

i=1 i=1

12



By Lemma we know that

(1=6)(5 -7 . 3
) W, if r< 29
D im0 < Lo if =32,
i=1 0+(r—3)(1-6) . 3
W, if r> bR
The restriction 7 > % implies that (2 —r)(1 — ) < (1 — ). Then
T
1
Zifef(rfi)(lfﬁ < D07TT170
i=1
where Dy, is defined by
1 ; 3
o i r<i
Dy, =<2, if r=3,
O+(r—21)(1—6) . 3
W, it r> 5-
Therefore the desired conclusion holds with D, , = h,Dg ;. O
The last fact we would recall in this section is the isomorphism between H z; and Lf) v xpao Which
states that . )
IFl=ILEFlz <II(Lg +AD2Flgz, ¥V FeHg. (30)

5 Proof

In this section we prove our main results. The estimation of the distributed solution path depends
on the estimation of solution paths for the subsets. So we will first investigate the properties of
the kernel gradient descent solution path on a single data set and then move to the analysis of the
distributed solution path.

5.1 Bounding the solution path for a single data set

We first establish some upper bounds for the solution path on a single data set.
Theorem 5.1. If the step size sequence satisfies 0 < 1y < 1/Cq, then we have the following bound
for the learning sequence {fi.p}:

t—1
Ife.pllg <2M,\|Cad m, teN.

i=1
Ifns =nt=% with0 <n <1/Cq and 0 < 0 < 1, then
~ )
Ifenllz < 2M,t 73" (31)

Proof. We prove the conclusion by induction. First note the conclusion holds trivially for ¢ = 1. Next,

suppose that ||ftDHf( < 2M,4/Cq Z’;i 7; holds. By the updating rule and the reproducing
property, we have

- _ N N (. . -
Feeroly =l + 22 5SS o (EE Ve (o, ) p(aiay)

2
i=1 j=1 2h
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2

ZZG/< QZZQZ] )f (Zi’zj)g(ﬂﬁi@j)

=1 j=1 I?
2, 25 ~
<ol + 2k > 1;@( SN ez ) o ()
2 / zl7Z] : t 2

Z G( 217 ) (€(=127))

=1 j=1
il + 5SS 0 (32)

i=1 j=1

where

The restriction 7, < & implies nt|G’(§;(7£’2j))|2 + 2G’(§;(%j)) < 0. By the property of quadratic
function, we have
2 (o ‘Z“Z“)mAa’(%)P) (s — 7)°

Qij <t ? G T
e \G’( & (2i,25) )|2+2G’(§ (2;1’23))

G/(L(Z“Zj)) (vi — ;)" —

2h?

1G5 — y)*
2 |G/ (S5

Plugging it into we obtain

<4M}Cg.

t

Ifeirpl% < 1finll% +4M2Cany < 4AM2CG > mi.
=1

This completes the proof. O]

We remark that, if 3 <6 < 1, a bound || f;,p|x < Mpt# has been proved in [I9] and is
an easy corollary. But the proof in [19] does not extend to 0 < 6 < 3.

5.2 Error bound for kernel gradient descent MEE on a single data

We bound the learning error of the kernel gradient descent MEE algorithm by decomposing it into
two terms,

Hftﬂ,D - ﬁ" < Hft-&-LD - J§+1H + ||ft+1 - JFpH (33)

As we have mentioned in Section [3] the second term is the step ¢ optimization error of the kernel
gradient descent sequence for the least square method and can be bounded by under the
assumption with r > %

14



The first term on the right hand side of involves two errors: the sample error caused by
approximating the population gradient by sample gradient and the error caused by the deviation of
the non-convex MEE loss from the convex square loss. We bound it by the following theorem.
Theorem 5.2. Define {f:} by , Assume that holds for some r > % Let n, = nt=?% with
0<n< min{é7 1} and 0 < 6 < 1. For A > 0, there hold

| frs1.0 — Frall < Clop [BD,A<CD,)\ +Gp )1+ AT + T(l_e)(w%)h_%}a (34)
and
I frsp — frallz < CTQP[BD ACox + Gp )1+ AT0) VX + TG+ - 2,,} (35)
where

Bpa =Lz p+A)"HLg + A,
Coa=I(Lg+M)"2(Lg — Lz ),

1 o
Goa =L + M) (LS, — Fo0)l &)
N 1 N N 1 _
fp’ FZZ Y K(xl xj) — |D‘2 Z (y_y/)K(m,z’)a (36)

and C;ﬂ,p is given in the proof, depending on r,0,p.
Proof. By the definition of ﬁ,p in and the definition of ﬁ in , we have
ferip — forr = - ﬂtLKD](ﬁ,D — fi) +mlLg — Lf(yD]ft +mlfo.p — Lg(fo)] +nBep,  (37)

where ﬁ,, p is defined in and

gt Z’L?Zj) rs -
Et,D == ;Z (GI< 2h2 ) —GI(()) (ft’D(il'i,il'j)—yi+yj)K(£L'i,£L'j)7

Applying iteratively from t = 1 to T, we obtain

fT-}-l,D —fra=h+L+L+1, (38)
where

T ~ ~

L :Zniﬂ'z‘al(LngﬂLk - Lf(yp](fi - fp)y
i=1

T
L= mimf (L p)llg — Li pl(f,),
=1

T

I =Y nml (L p)lfop = L(Fy)],
=1
T

I4 :Zniﬂal(Lk’D)Ei,D.

=1

15



For Iy, by (30), Lemma and Lemma |4.4]

T
\ o
I = Y mi(Lg +AD 7wl (Lg p)Eg — L pl(fi = 1))
i=1 I
T 1 1
<Y {m (Lg +M)2(Lg p+ )72 H(L;zp + )‘I)WZH(LI?,D)H
=1
_1 1 1 rs rs
x|z p+ ADTH L +ADH| ||(Eg + ADHLg - L || I - fp||,~(}
T " " T N "
< BpaCp,a (Z millLg pmia (L pIfi = Foll g + XD mill fi — fp;})
=1 =1
< BpaCpa (Cp,e,r +Dp,9,r>\T176>- (39)

For I, by , Lemma and the fact ||J7,,HOo < 2M,, we have

T
1l = 1> mmlia (L p)Lg — Li p)(f)
i=1
T
N -
< IDomLg+AD2al(Lg p)Lg — L pl(f,)
i=1 K
< |(Lg+ADE(Lg p+ )73 (Lg.p+ADml(Lg p)
x|z p+AD"H(Lg + 2D H(Lg A HEg — Lol [ 5]
T 1 6
< 2Mp <1 + -y > BD,ACD)\. (40)
Similarly, we can bound I3 as
AT
I3 < <1 + T ) Bp gD, (41)

For Iy, first note that by the bound of {fi.p}, we see

H (G’ il QZ;L’QZJ ) - G/(O)) (fo.o (@i, x5) = i + y) K (i, 7))

‘ K

GV 4 2upll g2 2T
20he P h2
< p2°P TR aoeetn,
This implies that
o T A B (42)

This together with the estimate |7/, (Lz p)|| <1 gives

T T
L(A-6)C2p+1l) 5.
1Ll < millBipllz < 2P T2M2rHny i
=1 i=1
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Cp25p+2M3p+1

T (1-0)p+3)

Combining the estimates in 7 , and we obtain with
2Mp Cp25p+2Mp2p+1
1-6  (1-0)(p+3)

TA=0)(+3)p—2p (43)

"00=Coor+ Dpgr+
Following a similar process we can obtain the bound in . O

5.3 Error bound for distributed approach

Now we turn to bound the error of the distributed kernel gradient descent MEE. For this purpose

we decompose the error ||fT+1,D - pr into two parts as

| fre1.0 = foll < lfre1 = foll + Il fre,p — fraall-

The following theorem provides a bound for the first term.

Theorem 5.3. Take A\ = T—1=9_ There is a constant C"

" op such that

=~ ~ _1
| fre1,0 — frall < Cly, [-FD,/\ +Dpr+ A 2logT sup Cp, z\Bp, A(Cp;x + G, 2)
1<I<k

n h*QPT“*")(H%)(l +logT sup CDMM, (44)
1<I<k

where

R A
Dpx = H% Z(Lf( +A) 73 [Lg —Lgp,l
=1
1 1oa s
Fpa= ||% Z(Lf( + A)ii[fp,Dz - Lf((fp)]Hf(
=1

)

Proof. For each subset D; and each 1 <t <T we have

frovp = frin = I =mLg)(fro, — fi) + nr(Lg — Lg plfr.o, +nolfen = Lg(F)) + nrEr b,

It implies that
~ ~ T ~
frovp, = fron =Y nimf (Lg)lLg — L p ) fin,
i=1
T ’S ~
+ > mimi (L) fpo — Lig(f,)]
i=1

T
+Y mimii(Lg)Eip,
=1

and therefore

e

||fT+1,D - fT+1|| =

S (Freno i)
=1
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IN

[LK Lf(ypl]fi,Dz

zmw

1
Z nim z+1 %

k
1 ~
77i7riT+1(L EZ[fp,Dz — Lz (fo)] |

1=1

T,
p > niml i (Lg)Eip,

1=1 i=1
=Ji+ o+ Js.

We first estimate J5. By , Lemma and the choice A = T~(1=9): we obtain

k
1 ~
E T]zL +)\ Z+1 E E L +A fp,Dl_Lf((fp)]
i=1

=1
)\T179
1
( " 1—9>
2M,
—1-0
AM,

= 1 0.7:[),\ (45)

For Js, by we have

K
k

% Z(LIN( + /\)7% [mez - LIN((J?/’)]
=1

IN

K

2 (1+ AT Fpa

5p+2 ) r2p+1
cp2 MZPTn

<22 _Tr _1pA-0)p+3)p-2p, (46)
1=0)p+3)

ZT}Z 1+1 1 ,Dy

The estimation of J; is much more complicated. We decompose it further into three parts,

J3 < sup
1<I<k

T k
1 1 ~
J1 < Z??i(Lfg + )‘)Wijjrl(Lf%)% Z(Lk + A7 2[Lg — Lg plfip,
i=1 =1 7

r 1< , - -

< Zni(Li% + )‘)Wijjrl(Ll?)% Z(Lk +A)7?[Lg — Lg p(fip = fi)
i=1 =1 K

1< -

an (L + N7l (L %Z (Lg+M"2[Lg —Lgpl(fi=fp)
i=1 =1 K

k

ZL +A)” K LF{,DZ](fp)

=1

?r'M—‘

K

T
anl’ +)‘ z+1
=1

= Ji1 + Ji2 + Jis.

By Lemma Lemma [4.4] and the fact AT'~? = 1, we obtain

T T
Ji2 < Dp,» (Z ImLeml (L) I1fi = Follg + A millfi - fp|j€>

i=1 i=1

< DD,/\ (Cpﬂ,r + Dp,@,r) .
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For Ji3, by , we have

T

k
< 2o mllg + VL) |2 Do (Eg + N F L — Ly p)
i=1 =1

PV 4M,
S 2Mp (1 + 1_0) DD,)\ = ﬁDD’)\.

Now we turn to Ji1. We have

1

I,

Jll < ZH”Z L +)\ Z+1
i=1

Z Lz +N2[Lg—Lg p(fip — fi)
l 1

K
T
< 2 Iz + Nmialli M s [+ 072k — Lo )Fom = )
< Zm[( Z nj)_1+>\} 1s<lllEkCDl7>\ ﬁle 7}1; P (47)

Jj=i+l1

By Theorem and the choice A = T_(l_g), for 1 <i < T, there holds that Ail=9 < 1 and
‘ E,Dl fz <Clo, {BD, MCpyx +Gp ) (14 N0 VA + i(lfe)(’”%)hﬂp}
< €Y 0,y [2B,7(Cox + G, ) VA + T+ Dp=20]

Plugging it into we obtain

T T
-1
Ji1 <Cy g, sup Cp, {ZBDL,A(CDZ,)\ +gDL,A)/\fAJrT(lfe)(’”%)hizp] Zm[( Z 77]‘) +>‘]
1<I<k : A
S i=1 J=i+1

By Lemma [7.1] and [41] , we see that

Zm[( Z nj)—lju)\} <15logT + ﬂiﬂj: 71510gT+% < (15+119> log T
Jj=i+1

So we have

1
Ji < Clgp (15 4+ = )logT sup Cp, »|2Bp, A(Cp,» + Gpya) VA + T+ =2
P 1-0 1<i<k

Combining the estimations for Ji1, J12 and J13 we obtain

A= (15

1
+ 207/.,94) (15 + 1_9> AT 3 IOngb<lllp CDL >\BD17 (CDL,)\ + ng7 )

.0, T Dp,o,r)DD,A

1
+Cly, (15 + ) h=2PT0=00+3) og T sup Cp, . (48)
. 1-90 1<I<k

Now the desired bound for ||fr41.p — fraa in follows by combining the estimations for Ji,
J2, and Js and the constant is given by

8M 0 1 c 25p+2M2p+1,',]
o Coon+D ) 3¢, (15 P 1
mfp (1 g T Cpor T Dpor ) T30 \OF T ) F (1-0)(p+3)
This proves the theorem. O
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5.4 Optimal rate analysis

Now we can prove Theorem [2.2]

Proof. Firstly, note that with the choice T = |N/4| TFIT and A = T-(1=9  and under the
restriction @ on k, we have
AD’)\’k < 544ri*25N_% + LN/4J_1+7‘“‘1*23 + 4 /CO LN/4J—%+—4T12S
< 5T NTEs 4 (1/Co + 1) | N/4) "5
< V5(y/Co+2)N ™ 7%,

Therefore,

1 1

Ap,x = Ap, a1 =m " [N/A|75% + [m/4] 7} [N/4] 755 + \/Co[m/4] "% | N/4] 5755
< kN7i5 ! 4 5kNT5 L 4 \/5Cok* N~ 7
< (6+/5C0)k: N~ =5

and

Ap, .a
VA

Applying Lemma [3.3] Lemma [3.:4] and Lemma[3.5] for any 1 < < k, we have with confidence at

b
least 1 — &,

< (6 V/5C0) k= N~ [N/4] 755 < (6+/5C0).

2Ap, \ log 128\ 2 12k 12k
DL,TM> + 2, Cp,x < 2Ap, \log —, Gp, x < 4Ap, \M,log ~

)
Consequently these bounds hold simultaneously with confidence at least 1 — g. This implies that
with confidence at least 1 — g, there hold

Bp,.a < 2(

A2 logT sup Cp,ABp, A(Cpyx + 6Dy 0)

1<i<k
2 A2 126\ *
< 26(Mp+1)logT[<A5§/\) —|—1] 5%)‘ <log6k>
. 2 22—} 126\ *
< 95(M, + 1) {(6 + \/500) + 1} kN7 log T (log 5)

2r—1

2 12 12\*
< 2(M, +1)[(6+v/5Co) + 1] kN"7 log T (log k)’ (10g52>

2 12
210(M, + D[ (6+ v505) +1 i 1o\ 4
- (log N)° (log )

= (2r+s)(1—96) RN
20, + D)[(6+vEG) 11 s
= 2r + 5)(1—9) N (log 5) (49)

and

B2pp(1-0)(p+3) <1 + (logT) sup CDl,,\>
1<I<k
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12k
< 2h =20 FD) (1 + (log T')Ap, » log 5)

(1 12 + 2/5Co
(

< 2h—2pNﬁ
2r+4s -
- 2r +s)(1—-0)

r 12
(log N)k%N_m log k log 5)

+3 12 4 24/ r 12

<on~NEE (1 +—50014:%1\f*m(1og N)?log —=

(2r+s)(1-06) )

Cop iR 12 +24/5C 12
<2hPNzts (14— T )log —. 50
= o ( 2r+s1-0)) %% (50)
By Lemma we have with confidence at least 1 — 2,

Dpx < 2Ap,»klog = < 2v5(v/Co + 2)N~ 7% log = (51)

By Lemma with g(z,2’) = y — ¥’ we have with confidence at least 1 — %,

8 __r 12

]:D,)\ < 4]\4@,4[)7,\)/C log g < 4\/5Mp(\/ CO + 2)N 2rts log ? (52)

Plugging the estimates , 7 ) and into , we obtain with confidence at least 1 — 6,

- - i p+3 12\ *
|fr+1,0 = fraal £C (N_’”Jrs + h_QPN’"JrZS) (10.% 6)
where

c=c

,0,p

AM, (575 )(\/Co + 2) + 2V5(1/Co + 2)

+

210(M,)+1)[(6+\/ﬁ)2+1}2 12 + 2¢/5C,
@ +5)(1—0) 2 (” (2 :—s)(l 09))

This together with the bound
| Fra = Foll < 0, 777070 < Voh, N =575,

leads to the desired conclusion with C* = C + \/ghp. O

6 Simulations

We further discuss and demonstrate our theory by an illustrative example. Consider the model
f*(#) = min{z,1 — 2} with  ~ Uniform[0, 1] and the noise e ~ N(0,0?) with ¢ = %. This model
was used to illustrate distributed kernel ridge regression in [33]. Let K(x,t) = 1 + min{z,t}.
Then f* € Hi and ||f*||x = 1. We apply the distributed kernel gradient descent MEE with N €
{1024, 2048, 4096,8192} and k € {1, 2,4, 8,16, 32,64, 128,256,512}. Note that m = 1 corresponds to
the kernel gradient descent MEE without using distributed techniques. It serves as a baseline for
the comparison. For each value N and each value k we run the experiment 20 times. The mean
square errors with an optimal number T of iterations are plotted in Figure [If (a). We see when
k < 32 the distributed methods are comparable with the baseline. When k& > 64, the performance of
distributed method for N = 1024 and N = 2048 becomes poor. But the performance for N = 4096
and N = 8192 is still good. This coincides with our theory that the distributed kernel gradient
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Figure 1: (a) Optimal mean square errors for N € {1024, 2048,4096, 8192} as k varies. (b) Mean
square errors for N = 4096 and k € {1,4,16,64} as T varies.

descent MEE is asymptotically rate equivalent to learning with the whole data set directly if k does
not increase too fast as a function of V.

We next discuss how the performance changes as the number of iterations increases. We plot in
Figure |1| (b) the mean square errors for N = 4096 and different values of k when T varies. We see
that the optimal T for different £ values are quite similar. This phenomenon is also observed for
other N values. It indicates that k is irrelevant to the choice of T and is consistent with our theory
that the choice of T depends on the size of the whole data set, not on the size of each subset.

7 Conclusions and Discussions

We have studied the convergence of a distributed kernel gradient descent MEE algorithm. We first
derived error bounds of the kernel gradient descent MEE algorithm for the single data case. Then,
by the aid of a concentration inequality for distributed U-statistics, we derived error bounds and
minimax optimal rates for the distributed case under certain regularity condition for the target
regression function and capacity condition for the reproducing kernel. Our analysis shows that the
error bound for the distributed case is larger due to additional error caused by loss of information
from interactions between samples of different subsets. But this additional error is of the same
magnitude as the error for single data set case if the parameters are selected appropriately. As a
consequence, the distributed kernel gradient MEE algorithm has the same minimax optimal rates
as the single data set case. This phenomenon has also been observed for other distributed learning
algorithms.

Several related questions are worthwhile for future research. First, our analysis provides very
useful insights on the application of distributed kernel gradient MEE algorithms. It tells that the
number of iterations should be selected according to the total sample size instead of the sample
size on each local machine. The simulation is also consistent to our theory. However, the optimal
parameters should be selected according to capacity of the kernel space and the regularity of the
target function which are unknown in practice. It is necessary to develop empirically applicable
parameter selection strategies for optimal performance.

Second, non-convexity of the MEE loss function is one of the major challenges we need to
overcome in the error analysis. In the literature the study of MEE algorithms has focused on the
use of Gaussian kernel density estimators. For this special situation, it was proved in [27] that the
loss function is invex and may lead to better optimization properties than general nonconvex loss
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functions. In this paper we allowed a general density estimator to be used in the distributed kernel
gradient MEE algorithm. Invexity is not necessarily true. Furthermore, our error bounds already
imply minimax optimal rates. It is yet unknown to us whether invexity can be incorporated in the
error analysis and if yes, it is interesting to know what benefits it can bring in.

Third, our distributed kernel gradient MEE algorithms are based on the divide and conquer
approach. No information communications are needed between local machines. This not only makes
the algorithm easy to implement but also is particularly important to the scenarios where data
have to be stored and analyzed locally for privacy concerns. Recently, averaging stochastic gradient
descent algorithms were developed in the context of deep machine learning where mutual information
communications are used between local machines and a master machine to speed up the convergence
32, 2]. The techniques may also be applied to the distributed MEE for better performance if data
privacy is not a concern.

Last, it is worth mentioning that a large bandwidth parameter is necessary for our convergence
analysis. In practice, however, a moderate choice of the bandwidth parameter may be sufficient
for the algorithm to have tolerable small error. But a too small bandwidth parameter may lead to
theoretical inconsistency. In [10] a counterexample is given to show that mean regression function
is not necessarily the minimizer of the Renyi quadratic entropy and hence MEE fails to converge
to the mean regression function if h — 0. In a recent work [11] learning with correntropy loss was
related to modal regression. It would be interesting to investigate whether MEE with h — 0 can
also be interpreted by modal regression. This is beyond the scope of this paper and will be left for
our future research.
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Appendix

We now prove Lemma [3.1] and Lemma

Proof of Lemma[3.1l For any two elements f, g € H, define a function H on [0,1] by H(t) :=
|lf +tg|l. As a function of ¢ € [0,1], H is differentiable, |H'(t)| < |g|| and (H?(t))"” < 2||g]|?, and
(cosh H)" = (H")? cosh H + H” sinh H. If H"” > 0, then we see that

1
(cosh H)" = (H')* cosh H + H" sinh H < ((H")? + H"H) cosh H = §(H2)”coshH < |lg* cosh H.

If H” <0, then (cosh H)" < (H')? cosh H < ||g||? cosh H. So, the inequality (cosh H)" < ||g||? cosh H
always holds. _
Let W(t) =E;_; cosh(H(t)) with ¢ > 0, f = ¢>7_} dy, and g = cd;, that is,

) rem
D

W(t) =E,;_1 cosh (

We have for all ¢ € [0, 1],

W”(t) S CQ]Ej_lndeQCOSh (C
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< CZ]Ej_l ||dj ||2 cosh (C

j—1
>
k=1

+ Cf|dj||>
j—1
Z dk ) )
k=1

where the last inequality follows from the the elementary inequality cosh(a + b) < e®cosh(b) for
all a, b > 0. Since {d;} is a sequence of martingale differences, then E;_;d; = 0 and W'(0) = 0.

Therefore,
E;_1 cosh (c

< PR,y ||d;]2ect14i N cosh (c

J

>

k=1

) —w=we+ | oW
0
:cosh( de ) / (1—t)W"(t)dt
< (1+ey) cosh( de ) (53)

where e; = E;_1(ecl%ll — 1 — ¢[|d;|)).
Define a sequence {G;}N., with G =1 and

ool (el e aell) .
j = : ) J =
= (1+e)

The inequality implies that {G, };-V:o is a positive supermartingale and

cosh (c|| ch\;l dk”)
Hf\il(l +e)

EGy =E <1 =EG. (54)
For each e;, by the bound sup ||d;|| < M and Taylor expansion,
1<G<N

;-1 (lld511")

(o)
e =F; ; (ecdeH 1 c||dj\|) =1+ B+ T —1—cE;_+|dj|
1=2 '
> I MIPE, 1(||d [@ 1(lld;11%)
Z J < E;- W ( —1—cM).

=2

This together with the assumption Zj\;l E;_1|/d;||* < o2 gives

N N 2
H l1+e¢;)<e Zej Sexp{w(eCMch))}.

j=1
Plugging it into , we obtain
N

2
Ecosh | ¢ Zdj §exp{]?42(ecM_1_CM))}.

j=1
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This prove the ﬁrstf part of the lemma.
Since cosht > &, for any ¢ > 0 and € > 0, we have that

Ecosh (cl| 2L, d;1))
cosh(ce)

2
< 2exp {—ce—i— % (ecM _1_ cM)} )
Taking ¢ = ﬁ log(1+ %), the minimizer of the bound on the right hand side, we get the first desired
inequality in @ The second one can be deduced easily by some basic mathematical analysis, which
can be found in some classical books, see e.g. [6]. O

To prove Lemma [£.1] we need the following lemma whose proof is trivial and hence is omitted.
Lemma 7.1. For any0 <0 <1 and j > 1,

1-0 _ :1-6 T 1-0 [+ _ 1\1-6 1-0
(T'+1) J <Zt79<T (j—1) < T .
1-6 - = - 1-6 —1-46

For0=1,if T >3, then

T
> 7 < 2logT.

t=1
For 0 >1,

T

B 0
Zteﬁﬁ-

t=1
Proof of Lemma[{.1. We decompose the summation on the left of into three parts,

-1

T
T, = Z ;—(6+a) Z j° 7

1<i<Z J=it+1
T -1
TQZ Z Z'_(9+Oz) Z j-@ ,
L<i<r-1 Jj=i+1
T T -1
Ty = Z i—(0+) Z jfa
i=T—1 j=i+1

For Ty, when o+ 6 < 1, by Lemma [7.1] we obtain

T <@-0) Y i OTIT )0 - i+ 1)
1<i<Z
< [1 _ 2—(1—9)]—1(1 _ H)T—(l—e) Z ,L-—(0+oz)
1<i<Z
271 —2-(1-9)]-1
<

T,
- l—a—10

When aa+60 =1,

Yy <L -2 -0 N it <2l - 2701 (1 - )T log T



When a + 6 > 1,

—(1-0)1—-1
T, <[1-— 2*(176)]—1(1 _ Q)T*(lfﬁ) Z i—(0+a) < [1-2 ( )] (1- 9)(07”9)7%(170)

1ot 0+a—-1

Thus, Ty < Cp T~ =02} Jog T with

21— 2 a- ")] (1— 9)

if a+60<1,
Cho=12[1— } f1-9), if a+o=1,

s ”1 B N R 2

For Y5, by Lemma again,

T < (-0 3 T - )

LT<i<T-1

=(@1-020T" Y /

T<i<T-1"""

<@-020r7 Y / (T+1)70 — (x4 270 da

T <i<T-1
<3’(1-0)20T" /TT_Q(x +2)7(T+ D) — (2 +2)" 0 e
=391 - @)20T™ / (T4 1D — (z+2) Yd(x +2)t?

T
T_1

<3%(1 —9)20 T T log[(T + 1) ¢ — (g

)

T+ 1) - i+ 1)) e

+1)19
< 3920F2(1 — )T “log T.
For T3, it is easy to check that
Ty = (T — 1)~ (e+t0p—a L p=(at0) < p-e

Combining the above bounds of T1, To and T3, we get the desired conclusion . The inequality

can be deduced from easily. O
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