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INTRODUCTION

These notes! are intended to provide a thorough introduction to the mathemat-
ical theory of elastic shells.

The main objective of shell theory is to predict the stress and the displace-
ment arising in an elastic shell in response to given forces. Such a prediction is
made either by solving a system of partial differential equations or by minimizing
a functional, which may be defined either over a three-dimensional set or over a
two-dimensional set, depending on whether the shell is viewed in its reference con-
figuration as a three-dimensional or as a two-dimensional body (the latter being an
abstract idealization of the physical shell when its thickness is “small”).

The first part of this article is devoted to the three-dimensional theory of elastic
bodies, from which the three-dimensional theory of shells is obtained simply by
replacing the reference configuration of a general body with that of a shell. The
particular shape of the reference configuration of the shell does not play any role
in this theory.

The second part is devoted to the two-dimensional theory of elastic shells. In
contrast to the three-dimensional theory, this theory is specific to shells, since it
essentially depends on the geometry of the reference configuration of a shell.

For a more comprehensive exposition of the theory of elastic shells, we refer the
reader to Ciarlet [18] and the references therein for the first part of the article, and
to Ciarlet [20] and the references therein for the second part.

LWith the kind permission of Springer-Verlag, some portions of these notes are extracted
and adapted from the book by the first author “An introduction to Differential Geometry with
Applications to Elasticity”, Springer, Dordrecht, 2005, the writing of which was substantially
supported by two grants from the Research Grants Council of Hong Kong Special Administrative
Region, China [Project No. 9040869, CityU 100803 and Project No. 9040966, CityU 100604].
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Part 1. THREE-DIMENSIONAL THEORY

OUTLINE

In this first part of the article, the displacement and the stress arising in an
elastic shell, or for that matter in any three-dimensional elastic body, in response
to given loads are predicted by means of a system of partial differential equations
in three variables (the coordinates of the physical space). This system is formed
either by the equations of nonlinear three-dimensional elasticity or by the equations
of linearized three-dimensional elasticity.

Sections 1.2-1.4 are devoted to the derivation of the equations of three-dimen-
sional elasticity in the form of two basic sets of equations, the equations of equilib-
rium and the constitutive equations. The equations of nonlinear three-dimensional
elasticity are then obtained by adjoining appropriate boundary conditions to these
equations. The equations of linearized three-dimensional elasticity are obtained
from the nonlinear ones by linearization with respect to the displacement field.

Sections 1.5-1.6 study the existence and uniqueness of solutions to the equations
of linearized three-dimensional elasticity.

Using a fundamental lemma, due to J.L. Lions, about distributions with deriva-
tives in “negative” Sobolev spaces (Section 1.5), we establish in Section 1.6 the
fundamental Korn inequality, which in turn implies that the equations of linearized
three-dimensional elasticity have a unique solution.

In sections 1.7-1.8, we study the existence of solutions to the equations of non-
linear three-dimensional elasticity, which fall into two distinct categories:

If the data are regular, the applied forces are ‘small”, and the boundary condition
does not change its nature along connected portions of the boundary, the equations
of nonlinear three-dimensional elasticity have a solution by the implicit function
theorem (Section 1.7).

If the constituting material is hyperelastic and the associated stored energy func-
tion satisfies certain conditions of polyconvexity, coerciveness, and growth, the
minimization problem associated with the equations of nonlinear three-dimensional
elasticity has a solution by a fundamental theorem of John Ball (Section 1.8).

1.1. NOTATION, DEFINITIONS, AND SOME BASIC FORMULAS

All spaces, matrices, etc., are real. The Kronecker symbol is denoted 4.

The physical space is identified with the three-dimensional vector space R? by
fixing an origin and a cartesian basis (e1, ez, e3). In this way, a point x in space
is defined by its cartesian coordinates x1, T2, z3 or by the vector x := ZZ T;€;.
The space R? is equipped with the Euclidean inner product w - v and with the
Euclidean norm |u|, where u, v denote vectors in R®. The exterior product of two
vectors u, v € R3 is denoted u A v.

For any integer n > 2, we define the following spaces or sets of real square
matrices of order n:

M™: the space of all square matrices,

A™: the space of all anti-symmetric matrices,

S™: the space of all symmetric matrices,

M} : the set of all matrices A € M"™ with det A > 0,
SZ: the set of all positive-definite symmetric matrices,
Q": the set of all orthogonal matrices,
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Q% : the set of all orthogonal matrices R € O™ with det R = 1.

The notation (a;;) designates the matrix in M™ with a;; as its element at the
i-th row and j-th column. The identity matrix in M" is denoted I := (d%). The
space M, and its subspaces A™ and S™ are equipped with the inner product A : B
and with the spectral norm |A| defined by

A:B:= Zaijbij,
,J
|A| := sup{|Av]; v € R", |v| < 1},

where A = (a;;) and B = (b;;) denote matrices in M". The determinant and
the trace of a matrix A = (a;;) are denoted det A and tr A. The cofactor matrix
associated with an invertible matrix A € M” is defined by CofA := (det A)A™ 7.

Let © be an open subset of R3. Partial derivative operators of order m > 1
acting on functions or distributions defined over €) are denoted

k. "

T O ki ksa ks
Oxy'0xy> 0xy

where k = (k;) € N? is a multi-index satisfying |k| := k1 + k2 + k3 = m. Partial
derivative operators of the first, second, and third order are also denoted 0; :=
8/8901, 82-]- = 82/8a:i5x]-, and 8Z-jk = 83/8x18x28x3.

The gradient of a function f : Q — R is the vector field grad f := (9;f), where
i is the row index. The gradient of a vector field v = (v;) : @ — R™ is the matrix
field Vv := (9;v;), where i is the row index, and the divergence of the same vector
field is the function divw := ) 0;v;. Finally, the divergence of a matrix field
T = (ti;) : Q — M" is the vector field div T with components (Z?zl 0jtij)i-

The space of all continuous functions from a topological space X into a normed
space Y is denoted C°(X;Y), or simply C°(X) if Y = R.

For any integer m > 1 and any open set 2 C R3, the space of all real-valued
functions that are m times continuously differentiable over Q is denoted C™(2).
The space C™(Q), m > 1, is defined as that consisting of all vector-valued functions
f € C™(Q) that, together with all their partial derivatives of order < m, possess
continuous extentions to the closure  of Q. If Q is bounded, the space C™ ()
equipped with the norm

£l = max (sup |9 7()))
la|<m \zeq
is a Banach space.

The space of all indefinitely derivable functions ¢ : £ — R with compact support
contained in ) is denoted D(2) and the space of all distributions over 2 is denoted
D'(Q). The duality bracket between a distribution 7" and a test function ¢ € D()
is denoted (T, ¢).

The usual Lebesgue and Sobolev spaces are respectively denoted LP(2), and
WmP(Q) for any integer m > 1 and any p > 1. If p = 2, we use the notation
H™(Q) = W™2(€Q). The space W;""(Q) is the space of all mesurable functions
such that fly € W™P(U) for all U € 2, where the notation f|y designates the
restriction to the set U of a function f and the notation U € Q means that U is a
compact set that satisfies U C Q.
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The space W () is the closure of D(Q2) in W™(§) and the dual of the space
W{P(Q) is denoted W~ (Q), where p’ = 25 If the boundary of € is Lipschitz-
continuous and if I'g C 0f) is a relatively open subset of the boundary of €2, we
let

WEP(Q) = {f € WP(Q); f=0on Ly},

WS (Q) = {f € W*P(Q); f=0,f=0o0nTo},
where 9,, denote the outer normal derivative operator along 952 (since €2 is Lipschitz-
continuous, a unit outer normal vector (1;) exists 9Q-almost everywhere along 02,
and thus 8,, = Vzﬁz)

If Y is a finite dimensional vectorial space (such as R™, M", etc.), the notation
C™(Q;Y), C™(Q;Y), LP(Q;Y) and W™P(Q;Y) designates the spaces of all map-
pings from  into ¥ whose components in Y are respectively in C™(2), C™(Q),
LP(Q) and W™P(Q). If Y is equipped with the norm |- |, then the spaces LP(;Y)
and W™P(Q;Y) are respectively equipped with the norms

1/p
Ifll ey == {/Q |f(x)|pda:}

sy ={ [ (5@ + 3 o8 @pyas) .

[k|<m

and

Throughout this article, a domain in R™ is a bounded and connected open set
with a Lipschitz-continuous boundary, the set € being locally on the same side of
its boundary. See, e.g., Adams [2], Grisvard [54], or Necas [73]. If @ C R™ is a
domain, then the following formula of integration by parts is satisfied

/divFovdx:f/F:Vvdx+/ (Fn)-vda
Q Q o9

for all smooth enough matrix field F' : Q — M* and vector field v : Q — R”,
k > 1 (smooth enough means that the regularity of the fields F and v is such that
the above integrals are well defined; for such instances, see, e.g., Evans & Gariepy
[47]). The notation da designates the area element induced on the surface 92 by
the volume element dz. We also record the Stokes formula:

/ div F dx = Fnda.
Q o0

1.2. EQUATIONS OF EQUILIBRIUM

In this section, we begin our study of the deformation arising in an elastic body
in response to given forces. We consider that the body occupies the closure of a
domain  C R? in the absence of applied forces, henceforth called the reference
configuration of the body. Any other configuration that the body might occupy
when subjected to applied forces will be defined by means of a deformation, that
is, a mapping

®:0-R?

that is orientation preserving (i.e., det V®(z) > 0 for all z € Q) and injective on
the open set Q (i.e., no interpenetration of matter occurs). The image ®(Q) is
called the deformed configuration of the body defined by the deformation ®. The
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“difference” between a deformed configuration and the reference configuration is
given by the displacement, which is the vector field defined by

u:=® —id,

where id : Q — Q is the identity map. It is sometimes more convenient to describe
the deformed configuration of a body in terms of the displacement u instead of the
deformation ®, notably when the body is expected to undergo small deformations
(as typically occurs in linearized elasticity).

Our objective in this section is to determine, among all possible deformed con-
figurations of the body, the ones that are in “static equilibrium” in the presence of
applied forces. More specifically, let the applied forces acting on a specific deformed
configuration ) := ®(Q) be represented by the densities

}':Q—>R3andg:f1—>]R3,

where T'; € 8Q is a relatively open subset of the boundary of €.

If the body is subjected for instance to the gravity and to a uniform pressure on
Iy, then the densities f and g are given by f(Z) = —gp(i)es and (&) = —wn(i),
where g is the gravitational constant, p : Q) — R is the mass density in the deformed
configuration, Z denotes a generic point in {Q}~, A(Z) is the unit outer normal to
BQ, and 7 is a constant, called pressure.

These examples illustrate that an applied force density may, or may not, depend
on the unknown deformation.

Our aim is thus to determine equations that a deformation ® corresponding to
the static equilibrium of the loaded body should satisfy. To this end, we first derive
the “equations of equilibrium” from a fundamental axiom due to Euler and Cauchy.
The three-dimensional equations of elasticity will then be obtained by combining
these equations with a “constitutive equation” (Section 1.3).

Let

Sy :={veR? |v| =1}
denote the set of all unit vectors in R3. Then, according to the stress principle
of Euler and Cauchy, a body  C R3 subjected to applied forces of densities
f:Q—R3and g:T'; — R3 is in equilibrium if there exists a vector field
i:{fl}_ x Sy — R3

such that, for all domains A C Q,

where 72(Z) denotes the exterior unit normal vector at Z to the surface dA (because
A is a domain, n(Z) exists for dZ-almost all & € 0A).

This axiom postulates in effect that the “equilibrium” of the body to the applied
forces is reflected by the existence of a vector field ¢ that depends only on the two
variables Z and n(Z).
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The following theorem, which is due to Cauchy, shows that the dependence of ¢
on the second variable is necessarily linear:

Theorem 1.2-1. If &(-,n) : {Q}~ - R? is of class C' for all i € So, t(7,-) :
Sy — R3 is continuous for all T € {Q}~, and f: {Q}~ — R3 is continuous, then

t: {0}~ x Sy — R? is linear with respect to the second variable.

Proof. The proof consists in applying the stress principle to particular subdomains
in {2} ~. For details, see, e.g., Ciarlet [18] or Gurtin & Martins [55]. O

In other words, there exists a matrix field T': {Q}~ — M3 of class C' such that
t(#,n) =T (Z)n forall &< {Q}~ and all i € Sy.

Combining Cauchy’s theorem with the stress principle of Euler and Cauchy
yields, by means of Stokes’ formula (see Section 1.1), the following equations
of equilibrium in the deformed configuration:

Theorem 1.2-2. The matriz field T : {Q}~ — M? satisfies
—divT(z) = f(&) forall ZcQ,
T(2)n(z) = g(&) for all &eTy, (1.2-1)
T(%) €S® forall zcQ.

The system (1.2-1) is defined over the deformed configuration Q, which is un-
known. Fortunately, it can be conveniently reformulated in terms of functions
defined over the reference configurence €2 of the body, which is known. To this
end, we use the change of variables & = ®(z) defined by the unknown deformation
® : Q — {Q}, assumed to be injective, and the following formulas between the
volume and area elements in {2}~ and Q (with self-explanatory notations)

dz = |det V®(z)| dx,
n(Z)da = Cof V®(z)n(x) da.
We also define the vector fields f: 2 — R? and g : I'; — R3 by

f(z)dz = f(z)dz,
g(z)da = g(z) da.

Note that, like the fields f and g, the fields f and g may, or may not, depend on
the unknown deformation ®.

First of all, assuming that ® is smooth enough and using the change of variables
® : QO — {Q} in the first equation of (1.2-1), we deduce that, for all domains
ACQ,

/ flx)dz + T(®(z))Cof V& (x)n(z) da = 0.
A dA

The matrix field T :  — M3 appearing in the second integral, viz., that defined
by

T(x) := T(®(z))Cof V®(x) for all z € Q,
is called the first Piola-Kirchhoff stress tensor field. In terms of this tensor,
the above relation read

/ f(z)dz + T(z)n(x)da =0,
A

0A
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which implies that the matrix field T satisfies the following partial differential
equation:
—divT(z) = f(z) forall z € Q.
Using the identity
V& (z) T (z) = V& (x) " det VB (2)T(® ()] VE(x) 7,

which follows from the definition of T'(z) and from the expression of the inverse of
a matrix in terms of its cofactor matrix, we furthermore deduce from the symmetry
of the matrix T'(Z) that the matrix (V®(x)~'T(z)) is also symmetric.

It is then clear that the equations of equilibrium in the deformed configuration
(see equs. (1.2-1)) are equivalent with the following equations of equilibrium in
the reference configuration:

—divT(z) = f(z) forall z€Q,
T(x)n(x) =g(x) forall zely, (1.2-2)
V®(z) 'T(z) eS? for all z € Q,

where the subset T'y of 9 is defined by I'y = ().
Finally, let the second Piola-Kirchhoff stress tensor field ¥ : Q — S? be
defined by
S(z) = V®(z) 'T(z) forall z€Q.
Then the equations of equilibrium defined in the reference configuration take the
equivalent form

—div (V®(2)X(z)) = f(x) forall z € Q,
(V®(2)X(z))n(x) = g(z) forall z €Ty,

in terms of the symmetric tensor field 3.

The unknowns in either system of equations of equilibrium are the deformation
of the body defined by the vector field ® : @ — R3, and the stress field inside the
body defined by the fields T : @ — M3 or ¥ : Q@ — S3. In order to determine
these unknowns, either system (1.2-2) or (1.2-3) has to be supplemented with an
equation relating these fields. This is the object of the next section.

(1.2-3)

1.3. CONSTITUTIVE EQUATIONS OF ELASTIC MATERIALS

It is clear that the stress tensor field should depend on the deformation induced
by the applied forces. This dependence is reflected by the constitutive equation of
the material, by means of a response function, specific to the material considered. In
this article, we will consider one class of such materials, according to the following
definition: A material is elastic if there exists a function T% : Q x M3 — M? such
that

T(x) =Tz, V®(z)) for all z € Q.
Equivalently, a material is elastic if there exists a function X :  x M‘j_ — §% such
that

¥(z) = Z¥(x, V®(x)) for all z € Q.
Either function T* or 3 is called the response function of the material.

A response function cannot be arbitrary, because a general axiom in physics
asserts that any “observable quantity” must be independent of the particular or-
thogonal basis in which it is computed. For an elastic material, the “observable
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quantity” computed through a constitutive equation is the stress vector field t.
Therefore this vector field must be independent of the particular orthogonal ba-
sis in which it is computed. This property, which must be satisfied by all elastic
materials, is called the axiom of material frame-indifference. The following
theorem translates this axiom in terms of the response function of the material.

Theorem 1.3-1. An elastic material satisfies the axiom of material frame-indifference
if and only if

T'(z,QF) = QT*(z,F) forall z € Q and Q € 0% and F € M3,
or equivalently, if and only if
¥ (2,QF) =%, F) forallz € Q and Q € 03 and F € M?.

The second equivalence implies that the response function # depend on F only
via the symmetric positive definite matrix U := (F7 F)/2, the square root of the
symmetric positive definite matrix (F' Tp ) € S?;. To see this, one uses the polar
factorisation F = RU, where R := FU ™' € 02, in the second equivalence of
Theorem 1.3-1 to deduce that

¥ (z,F) = $%(2,U) for all z € Q and F = RU € M.

This implies that the second Piola-Kirchhoff stress tensor field 3 : Q — S3 depends
on the deformation field ® : Q — R3 only via the associated metric tensor field
C.=VeTVd, ie,

(z) = X(x, C(x)) for all z € Q,
where the function 3 : Q x S? — S? is defined by
Y(z,C) := ¥ (z,C"?) forallz € Qand C € 2.

We just saw how the axiom of material frame-indifference restricts the form of
the response function. We now examine how its form can be further restricted by
other properties that a given material may possess.

An elastic material is isotropic at a point x of the reference configuration if
the response of the material “is the same in all directions”, i.e., if the Cauchy stress
tensor T'(#) is the same if the reference configuration is rotated by an arbitrary
matrix of @3_ around the point x. An elastic material occupying a reference con-
figuration Q is isotropic if it is isotropic at all points of Q. The following theorem
gives a characterisation of the response function of an isotropic elastic material:

Theorem 1.3-2. An elastic material occupying a reference configuration Q is
isotropic if and only if

T2, FQ) = T*(z, F)Q for all z € Q and Q € O3 and F € M3,
or equivalently, if and only if

Sz, FQ) = Q"X (2, F)Q for all z € Q and Q € 0% and F € M3.

Another property that an elastic material may satisfy is the property of homo-
geneity: An elastic material occupying a reference configuration €2 is homogeneous
if its response function is independent of the particular point 2 €  considered. This
means that the response function T : Q0 x Mi — M3, or equivalently the response
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function 3# : O x M3 — S3, does not depend on the first variable. In other words,
there exist mappings (still denoted) T* : M3 — M? and £f : M3 — S? such that

Tz, F) = T*(F) for all z € Q and F € M3,
and
¥z, F)=X*(F) forallz € Q and F € M3.

The response function of an elastic material can be further restricted if its ref-
erence configuration is a natural state, according to the following definition: A
reference configuration € is called a natural state, or equivalently is said to be
stress-free, if

T(z,I) =0 for all z € Q,
or equivalently, if
>#(2,I) =0 for all z € Q.
We have seen that the second Piola-Kirchhoff stress tensor field X : Q— S%is
expressed in terms of the deformation field ® : Q@ — R? as
¥ (z) = B(x, C(x)), where C(z) = V®T (2)V®(x) for all z € Q.

If the elastic material is isotropic, then the dependence of ¥(x) in terms of C(x)
can be further reduced in a remarkable way, according to the following Rivlin-
Ericksen theorem:

Theorem 1.3-3. If an elastic material is isotropic and satisfies the principle of

material frame-indifference, then there exists functions 7? tOxRP - R, i€
{1,2,3}, such that

S (x) = yo(2)I + 71 (2)C () + 72(2)C?(x) for all z € Q,
where v;(x) = 7} (z, tr C, tr(Cof C), det C).
Proof. See Rivlin & Ericksen [74] or Ciarlet [18]. O

Note that the numbers tr C(z), tr(CofC(z)), and det C(x) appearing in the
above theorem constitute the three principal invariants of the matrix C(x).

Although the Rivlin-Ericksen theorem substantially reduces the range of possible
response functions of elastic materials that are isotropic and satisfy the principle of
frame-indifference, the expression of X is still far too general in view of an effective
resolution of the equilibrium equations. To further simplify this expression, we now
restrict ourselves to deformations that are “close to the identity”.

In terms of the displacement filed u : 2 — R3, which is related to the deformation
® : Q) — R3 by the formula

®(z) =z +u(z) for all € Q,
the metric tensor field C' has the expression
C(z)=1I+2E(x),
where
E(z) = %(VuT(:c) + Vu(z) + VuT (2) Vu(z))

denotes the Green-St Venant strain tensor at x.



Sect. 1.4] An Introduction to Shell Theory 11

Thanks to the above assumption on the deformation, the matrices E(z) are
“small” for all z € €, and therefore one can use Taylor expansions to further sim-
plify the expression of the response function given by the Rivlin-Ericksen theorem.
Specifically, using the Taylor expansions

trC(z) =3+ 2tr E(x),
tr(CofC(z)) = 3 + 4tr E(x) + o(|[E(x)|),
det C(z) =1+ 2tr E(z) + o(|E(2)|),
C*(z) = 1+ 4E(2) + o(|E(x))),

and assuming that the functions 7? are smooth enough, we deduce from the Rivlin-
Ericksen theorem that

S(x) = (e, I) + {(\@) tr E(2))I + 2u(2) E(2)} + 04 (|E(x)]),

where the real-valued functions A(z) and p(x) are independent of the displacement
field w. If in addition the material is homogeneous, then \ and u are constants.

To sum up, the constitutive equation of a homogeneous and isotropic elastic
material that satisfies the axiom of frame-indifference must be such that

¥(z) = 2z, I) 4+ Atr E(z))I + 2uE(z) + 0,(|E(x)]) for all 2 € Q.

If in addition €2 is a natural state, a natural candidate for a constitutive equation
is thus

S(x) = Atr E(z))I + 2uE(x) for all x € Q,
and in this case A and p are then called the Lamé constants of the material.

A material whose constitutive equation has the above expression is called a St
Venant-Kirchhoff material. Note that the constitutive equation of a St Venant-
Kirchhoff material is invertible, in the sense that the field E can be also expressed
as a function of the field ¥ as

E(z) = iﬁ](x) . %(tr ()1 for all z € Q.

Remark. The Lamé constants are determined experimentally for each elastic
material and experimental evidence shows that they are both strictly positive (for
instance, A = 10°kg/cm? and p = 820000kg/cm? for steel; A = 40000kg/cm? and
p = 1200kg/cm? for rubber). Their explicit values do not play any réle in our
subsequent analysis; only their positivity will be used. The Lamé coeflicients are
sometimes expressed in terms of the Poisson coefficient v and Young modulus E
through the expressions

A
V= ——— andEziu(3A+2u).
2(A 4 1) At p

1.4. THE EQUATIONS OF NONLINEAR AND LINEARIZED THREE-DIMENSIONAL
ELASTICITY

It remains to combine the equations of equilibrium (equations (1.2-3) in Section
1.2) with the constitutive equation of the material considered (Section 1.3) and with
boundary conditions on T'g := 99 \ I';. Assuming that the constituting material
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has a known response function given by T* or by X and that the body is held
fixed on I'y, we conclude in this fashion that the deformation arising in the body in
response to the applied forces of densities f and g satisfies the nonlinear boundary
value problem:

—divT(z) = f(z), ze€Q,
®(z) ==, x €T, (1.4-1)
T(z)n(x) =g(x), wely,
where

T(z) = T*(z, V®(z)) = V®(2)Z* (z, V®(z)) for all z € Q. (1.4-2)

The equations (1.4-1) constitute the equations of nonlinear three-dimensional
elasticity. We will give in Sections 1.7 and 1.8 various sets of assumptions guar-
anteeing that this problem has solutions.

Consider a body made of an isotropic and homogeneous elastic material such
that its reference configuration is a natural state, so that its constitutive equation
is (see Section 1.3):

S(2) = A(tr B(@))I + 2uB(2) + 0| B(x))),

where A > 0 and p > 0 are the Lamé constants of the material. The equations of
linearized three-dimensional elasticity are obtained from the above nonlinear
equations under the assumption that the body will undergo a “small” displacement,
in the sense that

®(7) = v+ u(z) with |Vu(z)| < 1 for all z € Q.
Then, for all z € Q,

E(z) = %(V@T(x)V{)(m) —I) = %(VuT(x) + Vu(z)) + 0. (|Vu(z)]),

and

T(z) = V®(2)S(z) = (I + Vau(z)) (A(tr E()I + QuE(a:))
_ %tr(VuT(a:) + V(@) + u(Val (@) + V() + 0. (| V().

Therefore the equations of linearized three-dimensional elasticity, which
are obtained from (1.4-1) by replacing T'(x) by its linear part with respect to Vu(x),
are given by

—dive(z) = f(z), =€,
u(z) =0, x €Ly, (1.4-3)
o(x)n(z) =g(z), zely,

where
o(z) = A(tre(z))I + 2pe(z) and e(x) = %(VuT(a:) + Vu(z)). (1.4-4)

We show in the next section that this linear system has a unique solution in appro-
priate function spaces.
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1.5. A FUNDAMENTAL LEMMA OF J.L. LIONS

We first review some essential definitions and notations, together with a funda-
mental lemma of J.L. Lions (Theorem 1.5-1). This lemma will play a key role in
the proofs of Korn’s inequality in the next Section.

Let ©2 be a domain in R™. We recall that, for each integer m > 1, H™(2) and
H{"(2) denote the usual Sobolev spaces. In particular,

HY(Q) :={ve L*Q); 0w € L}(Q), 1 <i<n},
H*(Q) := {ve H' (Q); 0;;v € L*(Q), 1 < i, j < n},
where 0;v and 0;;v denote partial derivatives in the sense of distributions, and
Hy(Q):={ve H(Q); v=0o0nT},

where the relation v = 0 on I' is to be understood in the sense of trace. The norm
in L?(Q) is noted ||'HL2(Q) and the norm in H™ (), m > 1, is noted ||'HHm(Q)- In
particular then,

1/2
[lv]] = / |v]? dx if v € L*(Q),
o= { [ o]

n 1/2
ol = { 10l3a@) + D 10003a) } if v e HY(®).
i=1

We also consider the Sobolev space
H~1(Q) := dual space of Hj(Q).
Another possible definition of the space H}(Q) being
Hj(Q) = closure of D(Q) with respect to 7 () »

where D(2) denotes the space of infinitely differentiable real-valued functions de-
fined over {2 whose support is a compact subset of §2, it is clear that

veL*(Q) = ve H Q) and 9w € H (), 1 <i < n,
since (the duality between the spaces D(Q2) and D’(Q) is denoted by (-, -)):

(@l =| [ voda] < [olleyllelm .

(0. = = (0.00) = | = | o0ig da] < oz e

for all ¢ € D(Q). It is remarkable (but also remarkably difficult to prove!) that the
converse implication holds:

Theorem 1.5-1. Let © be a domain in R™ and let v be a distribution on 2. Then
{fve HYQ) and 9w € H1(Q),1<i<n} = v L*(Q).

O

This implication was first proved by J.L. Lions, as stated in Magenes & Stam-

pacchia [66, p. 320, Note (?7)]; for this reason, it will be henceforth referred to

as the lemma of J.L. Lions. Its first published proof for domains with smooth

boundaries appeared in Duvaut & Lions [46, p. 111]; another proof was also given

by Tartar [84]. Various extensions to “genuine” domains, i.e., with Lipschitz-
continuous boundaries, are given in Bolley & Camus [14], Geymonat & Suquet
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[52], and Borchers & Sohr [15]; Amrouche & Girault [6, Proposition 2.10] even
proved that the more general implication

{veD'(Q) and v € H™(Q), 1 <i<n} = ve H"(Q)

holds for arbitrary integers m € Z.

1.6. EXISTENCE THEORY IN LINEARIZED THREE-DIMENSIONAL ELASTICITY

We define a weak solution to the equations of linearized three-dimensional elas-
ticity (Section 1.4) as a solution to the variational equations

/U:V'vdx:/f-vdx—i—/ g-vda (1.6-1)
Q Q ry

for all smooth vector fields v :  — R3 that satisfy v = 0 on I'y, where
1
o = Atre(u))I 4+ 2ue(u) and e(u) = §(VUT + Vu).

Note that, because the matrix field o is symmetric, the integrand in the left-hand
side can be also written as

o:Vv=o0:e),
where
1 T
e(v) == §(V'v + Vo).

The existence of a solution to the above variational problem follows from the
Lax-Milgram lemma. In order to verify the hypotheses of this lemma, we first need
to establish the following classical, and fundamental, inequality:

Theorem 1.6-1 (Korn’s inequality). Let Q be a domain in R and let Ty C 99
be such that areal'g > 0. Then there exists a constant C such that

le(v)llz> s = Cllvlla @irs)
for allv € Hy (4 R?) := {v € H'(%;R?); v =0 on o}

Proof. Several proofs are available in the mathematical literature for this remark-
able inequality. We adapt here that given in Duvaut & Lions [46]. We proceed in
several steps:

(i) Korn’s inequality is a consequence of the identity

0ijvr, = 8iejk(v) + 8jeik(v) - 8keij('u)
relating the matrix fields Vv = (9;v;) and e(v) = (e;5(v)), where
1
eij('v) = 5(8ZUJ + 6]"01').

If v € L2(;R3) and e(v) € L*(Q;S?), the above identity shows that ;05 €
H~'(2). Since the functions d;vj also belong to the space H1(Q), the lemma of
J.L. Lions (Theorem 1.5-1) shows that d;v, € L?(Q2). This implies that the space

B(Q;R?) = {v € L*(4R?); e(v) € L*(Q;S?)}

coincides with the Sobolev space H!(£2;R?).
(ii) The space E(£2;R3), equipped with the norm

[vllz@irs) = lIvllL2ms) + lle(v)l| L2 @)
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is clearly a Hilbert space, as is the space H'(£2;R?) equipped with the norm
vl 1 (rs) = V]2 sy + | VU L2(0R3)-
Since the identity mapping
id:v € HY(OQ;R?) — v € BE(Q;R?)
is clearly linear, bijective (thanks to the step (i)), and continuous, the open mapping

theorem (see, e.g., Yosida [87]) shows that id is also an open mapping. Therefore,
there exists a constant C' such that

V]l 2 @re) < Cllv||pars) for all v € E(Q;R?),
or equivalently, such that
vl 2(are) + [le(@) || L2@sr) = C vl m osre)

for all v € H'(;R?).

(iii) We establish that, if v € Hp, (€;R?) satisfies e(v) = 0, then v = 0.

This is a consequence of the identity of Part (i), which shows that any field
v € H{ (€;R?) that satisfies e(v) = 0 must also satisfy

az’jvk =01in Q.

Therefore, by a classical result about distributions (see, e.g. Schwartz [80]), the
field v must be affine, i.e., of the form v(x) = b + Az for all z € €2, where b € R?
and A € M3. Since the symmetric part of the gradient of v, which is precisely e(v),
vanishes in 0, the matrix A must be in addition antisymmetric. Since the rank of
a nonzero antisymmetric matrix of order three is necessarily two, the locus of all
points x satisfying a + Ax = 0 is either a line in R3 or an empty set, depending on
whether the linear system a + Ax = 0 has solutions or not. But a4+ Az = 0 on
Iy and areal's > 0. Hence A =0 and b = 0, and thus v = 0 in Q.

(iv) The Korn inequality of Theorem 1.6-1 then follows by contradiction. If the
inequality were false, there would exist a sequence (v, )nen in Hllo (€2;R?) such that

|lvnll 1 (;rsy = 1 for all n,

le(vn)llL2(as2) — 0 as n — oo.

Because the set () is a domain, the inclusion H*(Q;R3) C L?(;R?) is compact by
the Rellich-Kondrasov theorem. The sequence (v,,) being bounded in H!(Q;R3),
it contains a subsequence (v,()), where 0 : N — N is an increasing function, that
converges in L?(Q;R3) as n — oo.

Since the sequences (v,(,)) and (e(v,(,))) converge respectively in the spaces
L2(;R?) and L?(£;S?), they are Cauchy sequences in the same spaces. Therefore

the sequence (v,(,)) is a Cauchy sequence with respect to the norm || - || g;rs),
hence with respect to the norm || - || g1 (q;rs) by the inequality established in Part
(ii).

The space Hp (€;R?) being complete as a closed subspace of H'(Q;R?), there
exists v € H, (Q;R?) such that
Vy(n) — ¥ in H'(Q;R?).

Since its limit satisfies

e(v) = nh_)n;o e(vg(n)) =0,
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it follows that v = 0 by Part (iii). But this contradicts the relation ||v| g1 (qrs) =
limy, oo [Vo(n) | 1 (2;r3) = 1, and the proof is complete. O

The inequality established in Part (ii) of the proof is called Korn’s inequality
without boundary conditions.

The uniqueness result established in Part (iii) of the proof is called the infin-
itesimal rigid displacement lemma. It shows that an infinitesimal rigid
displacement field, i.e., a vector field v € H'(Q;R?) satisfying e(v) = 0, is
necessarily of the form

v(z) =a+bAx forall x € Q, where a,bec R3.

Remark. In the special case where I'g = 0f2, Korn’s inequality is a trivial conse-
quence of the identity

/Q le(v)|? dr = /Q |Vv|?dz for all v € Hy(Q;R?),

itself obtained by applying twice the formula of integration by parts (see Section
1.1). O

We are now in a position to establish that the equations of linearized three-
dimensional elasticity have weak solutions. We distinguish two cases depending on
whether areal'y > 0 or not.

Theorem 1.6-2. Assume that the Lamé constants satisfy A > 0 and p > 0 and
that the densities of the applied forces satisfy f € LS/°(Q;R3) and g € L*/3(I'y; R3).
If areaT'y > 0, the variational problem (1.6-1) has a unique solution in the space

Hp (4 R?) := {v € H'(Q;R?); v =0 on Ty}

Proof. Tt suffices to apply the Lax-Milgram lemma to the variational equation
(1.6-1), since all its assumptions are clearly satisfied. In particular, the coercive-
ness of the bilinear form appearing in the left-hand side of the equation (1.6-1) is
a consequence of Korn’s inequality established in the previous theorem combined
with the positiveness of the Lamé constants, which together imply that, for all

v E H%O(Q;R?’),
/ o:e(v)dr = /(/\[tr(e(v))]2 + 2ule(v)|?) dz
Q Q

> 25 [ Je(w)*do > Cllolf e
O

Theorem 1.6-3. Assume that the Lamé constants satisfy A > 0 and u > 0 and that
the densities of the applied forces satisfy f € LS/5(Q:R3) and g € L*/3(09; R?).

Ifarealo = 0 and [, f-wdz+ [, g-wda =0 for allw € H'(;R?) satisfying
e(w) = 0, then the variational problem (1.6-1) has a solution in H(;R3), unique
up to an infinitesimal rigid displacement field.

Sketch of proof. 1t is again based on the Lax-Milgram lemma applied to the vari-
ational equations (1.6-1), this time defined over the quotient space H'(£;R?)/ Ry,
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where Ry is the subspace of H!(Q;R3) consisting of all the infinitesimal rigid dis-
placements fields. By the infinitesimal rigid displacement lemma (see Part (ii) of
the proof of Theorem 1.6-1), Ry is the finite-dimensional space

{w:Q—R* w(x)=a+bAx, a,bc R}

The compatibility relations satisfied by the applied forces imply that the variational
equation (1.6-1) is well defined over the quotient space H'(2;R?)/ Ry, which is a
Hilbert space with respect to the norm

[8ll sy /o = 10k, o+ w ] (@ms)-

The coerciveness of the bilinear form appearing in the left-hand side of the equation
(1.6-1) is then established as a consequence of another Korn’s inequality:

le(®)|l2s) = Clloll i (are) R, for all b € H' (4 R?)/Ry.

The proof of this inequality follows that of Theorem 1.6-1, with Part (iii) adapted
as follows: The sequence (¥,,)nen is now defined in H'(2;R3)/ Ry and satisfies

|05l 51 (:r8) /R, = 1 for all n,

lle(vn)]l L2 (s — 0 as n — oo.

Hence there exists an increasing function o : N — N such that the subsequence
(Vo (ny) is a Cauchy sequence in H'(Q;R3). This space being complete, there exists
v € HY(;R?) such that

Vy(n) — v in H'(Q;R?),

and its limit satisfies

e(v) = lim e(vy(,)) =0.

Therefore v € Ry by Part (iii), hence (v,(,) — v) — 0 in H'(€;R?). This implies
that
||’bo(n)HH1(Q;]R3)/R0 S ||’Ug(n) — 'UHHl(Q;R3) —0asn— oo,
which contradicts the relation ||9,(,)|l g1 sy /R, = 1 for all n. |
The variational problem (1.6-1) is called a pure displacement problem when

'y = 99, a pure traction problem when I'y = 01, and a displacement-
traction problem when areal'y > 0 and areal'; > 0. (]

Since the system of partial differential equations associated with the linear three-
dimensional variational model is elliptic, we expect the solution of the latter to be
regular if the data f, g, and 0N are regular and if there is no change of boundary
condition along a connected portion of 92. More specifically, the following regu-
larity results hold (indications about the proof are given in Ciarlet [18, Theorem
6.3-6]).

Theorem 1.6-4 (pure displacement problem). Assume that Tg = 0Q. If
f e WmP(Q;R3) and 99 is of class C™*2 for some integer m > 0 and real number
1 < p < oo satisfying p > M%’ then the solution w to the variational equation

(1.6-1) is in the space W™T2P(Q;R3) and there exists a constant C' such that

wllwm+2r@rsy < C| Fllwm+2prs)-
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Furthermore, w satisfies the boundary value problem:
—dive(z)=f, z€Q,
u(z) =0, z €.

Theorem 1.6-5 (pure traction problem). Assume that Ty = 9 and fo
wdz + [,,9 - wda = 0 for all vector fields v € H'(;R?) satisfying e(w) = 0.
If f € WmP(Q;R3), g € WnH=1/PP(D [ R3), and 0Q is of class C™t2 for some
integer m > 0 and real number 1 < p < oo satisfying p > 54_%, then any solution
u to the variational equation (1.6-1) is in the space W™T2P(Q; R3) and there exist
a constant C such that

lillwms2nr/my < C(IFlwmsnriez) + Igllwmrvmsongs) )

Furthermore, w satisfies the boundary value problem:
—diveo(z) = f(z), =€,
o(z)n(z) = g(x), =z € .

1.7. EXISTENCE THEORY IN NONLINEAR THREE-DIMENSIONAL ELASTICITY BY
THE IMPLICIT FUNCTION THEOREM

The question of whether the equations of nonlinear three-dimensional elasticity
have solutions has been answered in the affirmative when the data satisfy some
specific assumptions, but remains open in the other cases. To this day, there are
two theories of existence, one based on the implicit function theorem, and one, due
to John Ball, based on the minimization of functionals.

We state here the existence theorems provided by both theories but we will
provide the proof only for the existence theorem based on the implicit function
theorem. For the existence theorem based on the minimization of functionals we
will only sketch of the proof of John Ball (Section 1.8).

The existence theory based on the implicit function theorem asserts that the
equations of nonlinear three-dimensional elasticity have solutions if the solutions
to the associated equations of linearized three-dimensional elasticity are smooth
enough, and the applied forces are small enough. The first requirement essentially
means that the bodies are either held fixed along their entire boundary (i.e., Ty =
09), or nowhere along their boundary (i.e., I'y = 09).

We restrict our presentation to the case of elastic bodies made of a St Venant-
Kirchhoff material. In other words, we assume throughout this section that

S = A(tr E)I + 2uE and E = %(VUT +Vut VuTVu), (1.7-1)
where A > 0 and p > 0 are the Lamé constants of the material and u : Q — R3 is
the unknown displacement field. We assume that I'y = 9 (the case where I'y =
0f) requires some extra care because the space of infinitesimal rigid displacements
fields does not reduce to {0}). Hence the equations of nonlinear three-dimensional
elasticity assert that the displacement field u : Q@ — R? inside the body is the
solution to the boundary value problem

—div (I + Vu)X) = f in Q,

u = 0 on 99, (1.7-2)
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where the field X is given in terms of the unknown field w by means of (1.7-1). The
existence result is then the following

Theorem 1.7-1. The nonlinear boundary value problem (1.7-1)-(1.7-2) has a so-
lution w € W2P(Q;R3) if Q is a domain with a boundary OQ of class C?, and for
some p >3, f € LP(;R?) and || f|| Ly (ors) is small enough.

Proof. Define the spaces
X := {v € W?P(Q;R?);v = 0 on 99},
Y = LP(Q;R?).
Define the nonlinear mapping F : X — Y by
F(v) = —div ((I + Vv)X) for any v € X,
where 1
S = A(tr E)I +2uE and B = - (V'uT Vot VvTVv).
It suffices to prove that the equation
Flu)=f
has solutions in X provided that the norm of f in the space Y is small enough.
The idea for solving the above equation is as follows. If the norm of f is small,
we expect the norm of u to be small too, so that the above equation can be written
as
F(0) + F(0)u + o(|lul x) = £,
Since F(0) = 0, we expect the above equation to have solution if the linear equation
F'Ou=f

has solutions in X. But this equation is exactly the system of equations of linearized
three-dimensional elasticity. Hence, as we shall see, this equation has solutions in
X thanks to Theorem 1.6-4.

In order to solve the nonlinear equation F(u) = f, it is thus natural to apply the
inverse function theorem (see, e.g., Taylor [85]). According to this theorem, if F :
X — Y is of class C! and the Fréchet derivative F/(0) : X — Y is an isomorphism
(i.e., an operator that is linear, bijective, and continuous with a continuous inverse),
then there exist two open sets U C X and V CY with0 € U and 0 = F(0) € V
such that, for all f € V, there exists a unique element u € U satisfying the equation

Flu) = f.
Furthermore, the mapping
feVe—uelU
is of class C*.

It remains to prove that the assumptions of the inverse function theorem are
indeed satisfied. First, the function F is well defined (i.e., F(u) € Y for allu € X)
since the space W1P(Q) is an algebra (thanks to the assumption p > 3). Second,
the function F : X — Y is of class C! since it is multilinear (in fact, F is even of
class C*°). Third, the Fréchet derivative of F is given by

F'(0)u = —diva,
where )
o :=\tre)I +2ue and e := i(VuT + Vu),
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from which we infer that the equation F'(0)u = f is exactly the equations of lin-
earized three-dimensional elasticity (see (1.4-3)-(1.4-4) with T’y = 9Q). Therefore,
Theorem 1.6-4 shows that the function 7/(0) : X — Y is an isomorphism

Since all the hypotheses of the inverse function theorem are satisfied, the equa-
tions of nonlinear three-dimensional elasticity (1.7-1)-(1.7-2) have a unique solution
in the neighborhood U of the origin in W?2P(Q; R3) if f belongs to the neighborhood
V of the origin in L?(£; R3). In particular, if § > 0 is the radius of a ball B(0, §) con-
tained in V, then the problem (1.7-1)-(1.7-2) has solutions for all || f||zr () < 6. O

The unique solution u in the neighborhood U of the origin in W2?(Q; R3) of the
equations of nonlinear three-dimensional elasticity (1.7-1)-(1.7-2) depends continu-
ously on f, i.e., with self-explanatory notation

fo — fin LP(QR3) = u, — u in W2P(Q;R3).

This shows that, under the assumptions of Theorem 1.7-1, the system of equations
of nonlinear three-dimensional elasticity is well-posed.

Existence results such as Theorem 1.7-1 can be found in Valent [86], Marsden
& Hughes [68], Ciarlet & Destuynder [25], who simultaneously and independently
established the existence of solutions to the equations of nonlinear three-dimensional
elasticity via the implicit function theorem.

1.8. EXISTENCE THEORY IN NONLINEAR THREE-DIMENSIONAL ELASTICITY BY
THE MINIMIZATION OF ENERGY (JOHN BALL'S APPROACH)

We begin with the definition of hyperelastic materials. Recall that (see Section
1.3) an elastic material has a constitutive equation of the form

T(x) :== T*(z, V®(x)) for all z € Q,

where T* : Q x M3 — M? is the response function of the material and T'(z) is the
first Piola-Kirchhoff stress tensor at x.

Then an elastic material is hyperelastic if there exists a function W : Qx M‘j_ —
R, called the stored energy function, such that its response function T* can be
fully reconstructed from W by means of the relation

T(z,F) = Z—VIZ(:C,F) for all (v, F) € Q@ x M3,
OW

where 5z denotes the Fréchet derivative of W with respect to the variable F'. In

other words, at each = € Q, %—VIE../(:E, F) is the unique matrix in M? that satisfies

W(x,F+ H)=W(z,F)+ g%(x,F) cH +o0,(|H|)

for all F € Mi and H € M? (a detailed study of hyperelastic materials can be
found in, e.g., Ciarlet [18, Chap. 4]).

John Ball [9] has shown that the minimization problem formally associated with
the equations of nonlinear three-dimensional elasticity (see (1.4-1)) when the ma-
terial constituting the body is hyperelastic has solutions if the function W satisfies
certain physically realistic conditions of polyconvexity, coerciveness, and growth. A
typical example of such a function W, which is called the stored energy function of
the material, is given by

W(z, F) = al|F||” + b||Cof F||? + c| det F|" — dlog(det F)
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forallFeMg,wherepZQ,qz1%,7‘>1,a>0,,b>0,c>0,d>0,and||-||

is the norm defined by || F|| := {tr(FT F)}!/2 for all F € MP.

The major interest of hyperelastic materials is that, for such materials, the equa-
tions of nonlinear three-dimensional elasticity are, at least formally, the Euler equa-
tion associated with a minimization problem (this property only holds formally
because, in general, the solution to the minimization problem does not have the
regularity needed to properly establish the Euler equation associated with the min-
imization problem). To see this, consider first the equations of nonlinear three-
dimensional elasticity (see Section 1.4):

—divT*(z, V®(z)) = f(z), € Q,
®(z) ==z, x €Ty, (1.8-1)
T (2, V&®(z))n(z) = g(z), z €Ty,
where, for simplicity, we have assumed that the applied forces do not depend on
the unknown deformation ®.

A weak solution @ to the boundary value problem (1.8-1) is then the solution to
the following variational problem, also known as the principle of virtual works:

/Tﬁ(-,VQ):Vvdx:/f~vdx+/ g-vda (1.8-2)
Q Q I

for all smooth enough vector fields v : @ — R3 such that v = 0 on T.
If the material is hyperelastic, then T*(z, V®(z)) = W (z, V®(x)), and the
above equation can be written as

J'(®)v =0,
where J' is the Fréchet derivative of the functional J defined by

J () ::/QW(x,V\II(x))d:U—/Qf-'lldx—/rlg-\Ilda,

for all smooth enough vector fields ¥ : Q@ — R3 such that ¥ = id on I'g. The
functional J is called the total energy.

Therefore the variational equations associated with the equations of nonlinear
three-dimensional elasticity are, at least formally, the Euler equations associated
with the minimization problem

J(®) = min J(¥
(®) = min J(¥),
where M is an appropriate set of all admissible deformations ¥ : Q — R3 (an
example is given in the next theorem).

John Ball’s theory provides an existence theorem for this minimization problem
when the function W satisfies the following fundamental definition (see [9]): A
stored energy function W : Q x Mi — R is said to be polyconvex if, for each
x € Q, there exists a conver function W(z,-) : M® x M® x (0,00) — R such that

W (z,F)=W(z,F,CofF,det F) for all F € M?..
Theorem 1.8-1 (John Ball). Let Q be a domain in R® and let W be a polyconvex
function that satisfies the following properties:

The function W(-, F, H,§) :  — R is measurable for all (F,H,d§) € M3 x M3 x
(0,00).
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There exist numbers p > 2, q > z%’ r>1,a>0, and B € R such that
W(z,F) = a(|F|” + [|Cof F|* 4 [det F|") —
for almost all x € Q and for all F' € Mi.
For almost all x € Q, W(z, F) — 400 if F € M3 is such that det F — 0.
Let Ty be a relatively open subset of 9, let Ty := OQ\T'1, and let there be given
fields f € LS/5(Q;R?) and g € L*/3(T'1;R?). Define the functional

J(¥) = /QW(x,V\II(x)) dx — /Q f(z) - ¥(x)de —/F g(z) - ¥(x)da,

and the set
M= {® ¢ WHP(Q;R?); Cof (VW) € LI(Q;M?), det(V®) € L"((Q),
det(V®) >0 a.e. inQ, ¥ =1id on I}
Finally, assume that areaTy > 0 and that infgecpg J(P) < o0.
Then there exists ® € M such that

J(®) = inf J(®).

Sketch of proof (see Ball [9], or Ciarlet [18], for a detailed proof). Let ®,, be a
infimizing sequence of the functional J, i.e., a sequence of vector fields ®, € M
such that

J(‘I’n) — inf\peM J(‘I’) < 00.

The coerciveness assumption on W implies that the sequences (®,,), (Cof (V®,,)),
and (det(V@®,,)) are bounded respectively in the spaces W1P(Q;R3), LI(Q;M?3),
and L"(2). Since these spaces are reflexive, there exist subsequences (®,(n)),
(Cof (V®,(,,))), and (det(V®,(,))) such that (— denotes weak convergence)

D, —~ P in WHP(OR?),
H, () = Cof(V®,(,)) =~ H in LI(Q;M?),
50(71) = det(V(Il'U(n)) — in LT(Q)

For all ® € WLP(Q;R?), H € LY(Q;M3), and § € L"(Q) with § > 0 almost
everywhere in ), define the functional

J(®,H,0) ::/QW(x,V{)(x),H(a:),é(x))da:

—/Qf(x)-@(m)dm—/rlg(a?)-@(w)da,

where, for each z € Q, W(x,-) : M3 x M3 x (0,00) — R is the function given
by the polyconvexity assumption on W. Since W(x, ) is convex, the above weak
convergences imply that

j(@, H, (S) S lim inf j((}g(n), Ha(n)a 6a(n))

n—oo
But J(®o(n), Ho(n)00n)) = J(®omy) and J(®,) — infger J(¥). Therefore
J(®,H,)) =infgcp J(P).
A compactness by compensation argument applied to the weak convergences
above then shows that

H = Cof(V®) and § = det(V®).
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Hence J(®) = J(®, H,J).

It remains to prove that ® € M. The property that W(F) — 400 if F € M,
is such that det F' — 0, then implies that det(V®) > 0 a.e. in Q. Finally, since
®,, — @ in WHP(Q; R?) and since the trace operator is linear, it follows that ® = id
on I'g. Hence ® € M.

Since J(®) = J(®, H,d) = infgcp J(P), the weak limit ® of the sequence
®, () satisfies the conditions of the theorem.

O

A St Venant-Kirchhoff material with Lamé constants A > 0 and p > 0 is hyper-
elastic, but not polyconvex. However, Ciarlet & Geymonat [26] have shown that
the stored energy function of a St Venant-Kirchhoff material, which is given by

W(E) = 2 ((FTF - D) + 2| FTF - 1P,

]
can be “approximated” with polyconvex stored energy functions in the following
sense: There exists polyconvex stored energy functions of the form

W*(F) = a||F||? + b||Cof F||? + ¢|det F|* — dlog(det F) + e
witha >0,b>0,c>0,d >0, e € R, that satisfy
W (F)=W(F)+ O(|FTF — I|]*).

A stored energy function of this form possesses all the properties required for ap-
plying Theorem 1.8-1. In particular, it satisfies the coerciveness inequality:

WP(F) > o||F||? + ||Cof F||? + (det F)?) + 3, with a > 0 and § € R.
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Part 2. TWO-DIMENSIONAL THEORY

OUTLINE

In the first part of the article, we have seen how an elastic body subjected to ap-
plied forces and appropriate boundary conditions can be modeled by the equations
of nonlinear or linearized three-dimensional elasticity. Clearly, these equations can
be used in particular to model an elastic shell, which is nothing but an elastic body
whose reference configuration has a particular shape.

In the second part of the article, we will show how an elastic shell can be modeled
by equations defined on a two-dimensional domain. These new equations may be
viewed as a simplification of the equations of three-dimensional elasticity, obtained
by eliminating some of the terms of lesser order of magnitude with respect to the
thickness of the shell. This simplification is done by exploiting the special geometry
of the reference configuration of the shell, and especially, the assumed “smallness”
of the thickness of the shell.

In the next section, we begin our study with a brief review of the geometry of
surfaces in R? defined by curvilinear coordinates. Of special importance are their
first and second fundamental forms.

In Section 2.2, we define the reference configuration of a shell as the set in R3
formed by all points within a distance < € from a given surface in R3. This surface
is the middle surface of the shell and ¢ is its half-thichness. We then define a
system of three-dimensional “natural” curvilinear coordinates inside the reference
configuration of a shell.

In Section 2.3, the equations of nonlinear or linearized three-dimensional elas-
ticity, which were written in Cartesian coordinates in the first part of the article,
are recast in terms of these natural curvilinear coordinates, as a preliminary step
toward the derivation of two-dimensional shell theories.

In Section 2.5, we give a brief account of the derivation of nonlinear membrane
and flexural shell models by letting the thickness € approach zero in the equations of
nonlinear three-dimensional elasticity in curvilinear coordinates. The same program
is applied in Section 2.6 to the equations of linearized three-dimensional elasticity in
curvilinear coordinates to derive the linearized membrane and flexural shell models.

In Sections 2.7-2.10, we study the nonlinear and linear Koiter shell models.
The energy of the nonlinear Koiter shell model is defined in terms of the covariant
components of the change of metric and change of curvature tensor fields associated
with a displacement field of the middle surface of the reference configuration of the
shell. The linear Koiter shell model is then defined by linearizing the above tensor
fields. Finally, the existence and uniqueness of solutions to the linear Koiter shell
equations are established, thanks to a fundamental Korn inequality on a surface
and to an infinitesimal rigid displacement lemma on a surface.

2.1. A QUICK REVIEW OF THE DIFFERENTIAL GEOMETRY OF SURFACES IN R3

To begin with, we briefly recapitulate some important notions of differential
geometry of surfaces (for detailed expositions, see, e.g., Ciarlet [22, 23]).

Greek indices and exponents (except v in the notation 9, ) range in the set {1, 2},
Latin indices and exponents range in the set {1,2,3} (save when they are used for
indexing sequences), and the summation convention with respect to repeated indices
and exponents is systematically used.
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Let w be a domain in R?. Let y = (y,) denote a generic point in the set @ and
let 0, := 0/0y,. Let there be given an immersion 8 € C3(w;R?), i.e., a mapping
such that the two vectors

aa(y) == 0ab(y)
are linearly independent at all points y € @. These two vectors thus span the
tangent plane to the surface
S :=0(w)
at the point 8(y), and the unit vector
_ a(y) ANas(y)
az(y) == T— o~
a1 (y) A az(y)|
is normal to S at the point @(y). The three vectors a;(y) constitute the covariant
basis at the point 6(y), while the three vectors a’(y) defined by the relations
a'(y) - a;(y) = 9,
where 5} is the Kronecker symbol, constitute the contravariant basis at the point
0(y) € S. Note that a®(y) = a3(y) and that the vectors a®(y) are also in the
tangent plane to S at 8(y). As a consequence, any vector field n : w — R? can be
decomposed over either of these bases as
n=ma' =n'a,
where the coefficients 1; and 1’ are respectively the covariant and the contravariant
components of n.

The covariant and contravariant components a, s and a®? of the first fundamen-
tal form of S, the Christoffel symbols I'7 5, and the covariant and mixed components

bag and b2 of the second fundamental form of S are then defined by letting:
Uop =84 -ag, a®’:=a% af, op =% - 0pag,
bag = a% - Opas, b2 :=a b,,.
The area element along S is v/a dy, where
a = det(ang).
Note that one also has \/a = |a; A ag].
The derivatives of the vector fields a; can be expressed in terms of the Christoffel
symbols and of the second fundamental form by means of the equations of Gauss
and Weingarten:
daap =Ty za, + ba,@a?’,
Oqag = —bla,.

Likewise, the derivatives of the vector fields a’ satisfy
Dpa” = —T7 a” +bla®,
Dpad = —by,a”.

These equations, combined with the symmetry of the second derivatives of the
vector field a,, (i.e., 0-(0,a,) = 0,(0ra4)), imply that

(0: 150 + TG LY, — boabl)ay + (0rboa + I bry)as
= (0,17, + T8 Ty, —brabl)a, + (0sbra + TE bop)as.

TOT op
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These relations are equivalent to the Gauss and Codazzi-Mainardi equations, namely,

R = brabl — boab”,

aoT

Osbra — Orbge + Fgabou — T~ bru =0,

oo

where

R'VO(UT
are the mixed components of the Riemann curvature tensor associated with the
metric (aqp). If RS, = a“PRY, . then one can see that all these functions
vanish, save for R'2%,. This function is the Gaussian curvature of the surface S,

given by

= 0,T%, — 8,I%, + T T% —TH T

T O oo TR

R2. — det(bas)

127 det(aag)

We will see that the sign of the Gaussian curvature plays an important réle in the
two-dimensional theory of shells.

2.2. GEOMETRY OF A SHELL

Let the set w C R? and the mapping @ : @ — R? be as in Section 2.1. In
what follows, the surface S = 6(w) will be identified with the middle surface of
a shell before deformation occurs, i.e., S is the middle surface of the reference
configuration of the shell. The coordinates y1,y2, of the points y € @ constitute
a system of “two-dimensional” curvilinear coordinates for describing the middle
surface of the reference configuration of the shell.

More specifically, consider an elastic shell with middle surface S = 0(w) and
(constant) thickness 2¢ > 0, i.e., an elastic body whose reference configuration is
the set {Q€}~ := (), where (cf. Figure 2.2-1)

Q° = w x (—e,¢) and O(y, 25) := O(y) + z5a3(y) for all (y,25) € .

The more general case of shells with variable thickness or with a middle surface
described by several charts (such as an ellipsoid or a torus) can also be dealt with;
see, e.g., Busse [16] and S. Mardare [67].

Naturally, this definition makes sense physically only if the mapping @ is globally
injective on the set 0. Fortunately, this is indeed the case if the immersion 8 is
itself globally injective on the set @ and ¢ is small enough, according to the following
result (due to Ciarlet [20, Theorem 3.1-1]).

Theorem 2.2-1. Let w be a domain in R2, let @ € C3(w;R3) be an injective
immersion, and let ® : @ x R — R3 be defined by

O(y,x3) := 0(y) + z3za3(y) for all (y,x3) € W x R.

Then there exists € > 0 such that the mapping © is a C?-diffeomorphism from
wx[—e, €] onto O(wx[—e,¢]) and det(g4, g4, g3) > 0 inwx[—e, €], where g, := 0;0.
Proof. The assumed regularity on 6 implies that ® € C?(w x [—¢,¢]|;R3) for any
€ > 0. The relations

g, = 0,0 = a, +230,a3 and g5 = 030 = a3
imply that

det(g1, 95, 93)|zs=0 = det(ag, az,a3) > 0 in @.
Hence det(gy,95,95) > 0 on @ x [—¢,¢] if € > 0 is small enough.
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Therefore, the implicit function theorem can be applied if € is small enough:
It shows that, locally, the mapping © is a C2-diffeomorphism: Given any y € @,
there exist a neighborhood U(y) of y in @ and e(y) > 0 such that © is a C%-
diffeomorphism from the set U(y) x [—£(y),(y)] onto (U (y) x [—e(y),e(y)]). See,
e.g., Schwartz [81, Chapter 3] (the proof of the implicit function theorem, which is
almost invariably given for functions defined over open sets, can be easily extended
to functions defined over closures of domains, such as the sets @ x [—¢, ¢]; see, e.g.,
Stein [82]).

To establish that the mapping © : @ x [—¢,¢] — R3 is injective provided £ > 0
is small enough, we proceed by contradiction: If this property is false, there exist
en >0, (y", z%), and (g™, 2%), n > 0, such that

en—0asn—oo0, yYy"€w, Y €W |2f <en, |TH <en,
(y™,x%) # (y",7%) and O(y™, 2%) = O(y", 7).

Since the set @ is compact, there exist y € @ and y € w, and there exists an
increasing function o : N — N such that

o(n) ~c(n)

a(n) — Y, @’U(n) — ﬂ’ (E3 — O7 1‘3 — 0 as n — oo.

Y

Hence
0(y) = lim ©(y*™,25™) = lim ©F"™,7™) = 6(p),

by the continuity of the mapping ® and thus y = ¥y since the mapping @ is injective
by assumption. But these properties contradict the local injectivity (noted above)
of the mapping ©®. Hence there exists € > 0 such that © is injective on the set
WX [—e,¢]. O

In what follows, we assume that € > 0 is small enough so that the conclusions
of Theorem 2.2-1 hold. The reference configuration of the considered shell is then
defined by

() = 0@),
where QF 1= w x (—¢,¢) and QF := ©(Q°). Let 2° = (2¢) denote a generic point in
the set Q° (hence 5, = y,) and let 25 = (2¢) denote a generic point in the reference
configuration {QE}*. The reference configuration of the shell can thus be described
either in terms of the “three-dimensional” curvilinear coordinates y1,y2, x5, or in
terms of the Cartesian coordinates &f5,%5,45, of the same point & = O(z°) €
[y

To distinguish functions and vector fields defined in Cartesian coordinates from
the corresponding functions and vector fields defined in curvilinear coordinates, we
henceforth adopt the following convention of notation: Any function or vector field
defined on Q) is denoted by letters surmounted by a hat (e.g., §° is a function defined
on QE, }'E is a vector field defined on QF , etc.). The corresponding functions and
vector fields defined in curvilinear coordinates are then denoted by the same letters,
but without the hat (e.g., ¢g° is the function defined on Q¢ by ¢°(x®) = §°(2°) for
all z¢ € QF, f€ is the vector field defined on Q° by f¢(z°) = fe(aﬁs) for all ¢ € QF,
etc., the points Z° and z° being related by ¢ = ©(x*)).

Let 95 := /x5 (hence 8/9x5, = /0y, ) and let F := 9/di<. For each 2 € O,
the three linearly independent vectors g¢(z°) := 9@ (x) constitute the covariant
basis at the point ©(z¢), and the three (likewise linearly independent) vectors
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g7 (2¢) defined by the relations g7 (z¢) - g¢(z°) = &7 constitute the contravariant
basis at the same point. As a consequence, any vector field u® : Q° — R3 can be
decomposed over either basis as

u = ufg' = u'g;,
where the coefficients u$ and u*¢ are respectively the covariant and the contravari-
ant components of uc.

The functions g§;(z°) := g5 (2°) - g5(2°) and ¢"= (%) := g"*(z) - g7 (2°) are re-
spectively the covariant and contravariant components of the metric tensor induced
by the immersion ©. The volume element in O () is then /g% da®, where

g° = det(gfj).

For details about these notions of three-dimensional differential geometry, see
Ciarlet [23, Sections 1.1-1.3]

FIGURE 2.2-1. The reference configuration of an elastic shell. Let
w be a domain in R?, let Q° = w x (—¢,¢), let 8 € C*(@;R?) be an
immersion, and let the mapping © : ° — R? be defined by Oy, z3) =
0(y) + z5a3(y) for all (y,25) € Q. Then the mapping © is globally

injective on € if the immersion 6 is globally injective on @ and € > 0
is small enough (Theorem 2.2-1). In this case, the set ©(Q°) may be
viewed as the reference configuration of an elastic shell with thickness
2¢ and middle surface S = 0(@). The coordinates (y1,y2,z5) of an
arbitrary point z° € Q° are then viewed as curvilinear coordinates of
the point z° = ©(z°) of the reference configuration of the shell.
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2.3. THE THREE-DIMENSIONAL SHELL EQUATIONS

In this section, we consider an elastic shell whose reference configuration is
{5}~ := ©(Q") (see Section 2.2), and we make the following assumptions.

The shell is subjected to applied body forces given by their densities fa (0 -
R3 (this means that j"g dz® is the body force applied to the volume dz° at each
€ € QE). For ease of exposition, we assume that there are no applied surface forces.

The shell is subjected to a homogeneous boundary condition of place along the
portion O (yy x [—¢,¢]) of its lateral face @(dw x [—e,¢€]), where v, is a measur-
able subset of the boundary dw that satisfies length~yy > 0. This means that the
displacement field of the shell vanishes on the set @ (v x [—¢,€]).

The shell is made of a homogeneous hyperelastic material, thus characterized by
a stored energy function (see Section 1.8)

W M? - R.

Such a shell problem can thus be modeled by means of a minimization problem
(Section 1.8), which is expressed in Cartesian coordinates, in the sense that all
functions appearing in the integrands depend on three variables, the Cartesian
coordinates Z° = (&%) of a point in the reference configuration {QE }~ of the shell.
We now recast this problem in terms of the curvilinear coordinates x® = (%)
describing the reference configuration {Q°}~ = @(Q") of the same shell. This will
be the natural point of departure for the two-dimensional approch to shell theory
described in the next sections.

R More specifically, the minimization problem consists in finding a minimizer &e
{QF}~ — R3 of the functional J¢ (see Section 1.8) defined by
Jo(We) = [ WV E)dic — [ fF - dedaf
QE QE
over a set of smooth enough vector fields ¥¢ = {0}~ — R satisfying ¥ (&) = 2°
for all ¢ € O (o x [—¢,¢€]). Recall that the functional J¢ is the total energy of the
shell.

This minimization problem can be transformed into a minimization problem
posed over the set 567 i.e., expressed in terms of the “natural” curvilinear coordi-
nates of the shell, the unknown ®° : 0" — R3 of this new problem being defined
by

®°(2°) = &°(&°) for all &° = O(a°), 2° € Q.
Ife> 0 is small enough, the mapping © is a C!-diffeomorphism of QO onto its
image {Q°}~ = ©(Q") and det(V°®) > 0 in © (Theorem 2.2-1). The formula for
changing variables in multiple integrals then shows that ®°¢ is a minimizer of the
functional J¢ defined by
JE(PF) = W(V\Ils(xs)(VEQ(a:E))fl)det VeO dx®
Qs
- Fe(2f) ¥ (2°) det VEO dz®,
Qe

where the matrix field VE®© : @ — M? is defined by VE®° = (9;15) (cf. Section
1.1) and the vector field £°: Q0 — R3 is defined by

£2(2°) = F(3) for all #° = O(z°), 2° € OF.
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Note that the function det V@ is equal to the function /g%, where ¢g° = det(g;;);
cf. Section 2.2.

Consider next a linearly elastic shell with Lamé constants A > 0 and p >
0. In this case, the minimization problem associated with the equations of lin-
earized three-dimensional elasticity (Section 1.4) consists in finding a minimizer
& : {OF}~ — R3 over a set of smooth enough vector fields ¥¢ = {Q¢}~ — R3
satisfying We (i) = #° for all ¢ € O (g X [—¢,€]) of the functional J¢ defined by

J) = [ W) da - / 7o i,
Qe Q

where

W(F) = %(tr(FT + F —2I))* + %HFT + F —2I|]? for all F € M?

(this stored energy function for a linearly elsatic material easily follows from the
equations of linearized three-dimensional elasticity given in Section 1.4). Its ex-
pression shows that the functional J¢ is well defined if ®¢ € H'(Q¢; R3).

As in the nonlinear case, this minimization problem can be recast in curvilinear
coordinates. As such, it consists in finding a minimizer ®° : 0" — R3 over the
set of all vector fields W= € H(Q"; R?) satisfying ¥¢ = © on vy x [—¢,¢] of the
functional J¢ defined by

JE(®E) = [ W(VERE(VE@) V) gEda® — | fF - WE/gE dat.
Qs Qs
As usual in linearized elasticity, it is more convenient to express this energy in
terms of the displacement field u® : Q" — R3, defined by
®°(2°) = O(z°) + u(2°) for all 2° € 0.
Likewise, let v° : € — R3 be such that ¥ = © + v°. Then a straightforward
calculation shows that
W (VA7 (V20) 1) = ATM2es, (0°)ef, (v°),
where

Aijk&a — )\gij,sglcl,a + #(gik,egjé,e + gi&agjlc,a)7

1
eij(v%) = 5 (070" - g5 + 050 - g5).
The functions A7*%¢ and e5;(u®) denote respectively the contravariant components
of the three-dimensional elasticity tensor in curvilinear coordinates, and the covari-
ant components of the linearized strain tensor associated with the displacement
field v°. It is then easy to see that u® is a minimizer over the vector space

V(QF) := {u® =uig; uS € H'(QF), uS =0 on v x (—¢,¢)},
of the functional J¢ defined by

Ty =y | AT e )Vt [

2 Oe

This minimization problem will be used in Section 2.6 as a point of departure for
deriving two-dimensional linear shell models.
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2.4. THE TWO-DIMENSIONAL APPROACH TO SHELL THEORY

In a two-dimensional approach, the above minimization problems of Section 2.3
are “replaced” by a, presumably much simpler, two-dimensional problem, this time
“posed over the middle surface S of the shell”. This means that the new unknown
should be now the deformation ¢ : @ — R? of the points of the middle surface
S = 0(w), or, equivalently, the displacement field ¢ : @ — R3 of the points of the
same surface S (the deformation and the displacement fields are related by the
equation ¢ = 0 + ¢); cf. Figure 2.4-1.

FIGURE 2.4-1. An elastic shell modeled as a two-dimensional problem. For
e > 0 “small enough” and data of ad hoc orders of magnitude, the
three-dimensional shell problem is “replaced” by a “two-dimensional
shell problem”. This means that the new unknowns are the three co-
variant components ¢; : @ — R of the displacement field (;a’ : @ — R?
of the points of the middle surface S = (). In this process, the
“three-dimensional” boundary conditions on I'g need to be replaced by
ad hoc “two-dimensional” boundary conditions on . For instance, the
“boundary conditions of clamping” {; = 9,(3 = 0 on 7 (used in Koiter’s
linear equations; cf. Section 2.8) mean that the points of, and the tan-
gent spaces to, the deformed and undeformed middle surfaces coincide
along the set (o).

The two-dimensional approach to shell theory yield a variety of two-dimensional
shell models, which can be classified in two categories (the same classification applies
for both nonlinear and linearized shell models):

A first category of two-dimensional models are those that are obtained from the
three-dimesional equations of shells “by letting € go to zero”. Depending on the
data (geometry of the middle surface of the shell, boundary conditions imposed on
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the displacement fields, applied forces) one obtains either a membrane shell model,
or a flexural shell model, also called a bending shell model. A brief description of
these models and of their derivation is given in Sections 2.5 and 2.6.

A second category of two-dimensional models are those that are obtained from
the three-dimensional model by restricting the range of admissible deformations
and stresses by means of specific a priori assumptions that are supposed to take
into account the “smallness” of the thickness (e.g., the Cosserat assumptions, the
Kirchhoff-Love assumptions, etc.). A variety of two-dimensional models of shells
are obtained in this fashion, as, e.g., those of Koiter, Naghdi, etc. A detailed
description of Koiter’s model is given in Sections 2.7 and 2.8.

2.5. NONLINEAR SHELL MODELS OBTAINED BY ['-CONVERGENCE

Remarkable achievements in the asymptotic analysis of nonlinearly elastic shells
are due to Le Dret & Raoult [64] and to Friesecke, James, Mora & Miiller [49],
who gave the first (and only ones to this date) rigorous proofs of convergence as the
thickness approaches zero. In so doing, they extended to shells the analysis that
they had successfully applied to nonlinearly elastic plates in Le Dret & Raoult [62]
and Friesecke, James & Miiller [48].

We begin with the asymptotic analysis of nonlinearly elastic membrane shells. H.
Le Dret and A. Raoult showed that a subsequence of deformations that minimize (or
rather “almost minimize” in a sense explained below) the scaled three-dimensional
energies weakly converges in WP (£;R?) as e — 0 (the number p > 1 is governed
by the growth properties of the stored energy function). They showed in addition
that the weak limit minimizes a “membrane” energy that is the I'-limit of the
(appropriately scaled) energies. We now give an abridged account of their analysis.

Let w be a domain in R? with boundary v and let 8 € C?(; R?) be an injective
mapping such that the two vectors a,(y) = 9,0(y) are linearly independent at all
points y = (y,) € @.

Consider a family of elastic shells with the same middle surface S = 6(w) and
whose thickness 2¢ > 0 approaches zero. The reference configuration of each shell
is thus the image ©(Q°) C R3 of the set  C R3 through a mapping © : Q" — R?
defined in Section 2.2.

By Theorem 2.2-1, if the injective mapping 6 : @ — R3 is smooth enough, the
mapping O O — R3 is also injective for € > 0 small enough and vy, y2, 2§
then constitute the “natural” curvilinear coordinates for describing each reference
configuration ©(Q).

Assume that all the shells in the family are made of the same hyperelastic ho-
mogeneous material (see Section 1.8), satisfying the following properties :

The stored energy function W : M3 — R of the hyperelastic material satisfies the
following assumptions: There exist constants C >0, a« >0, € R, and 1 < p < o
such that

[W(F)| < C(1+|F]P) for all F e M3,
W(F) > a|F|P+ 3 forall F € M3,
W(F)-W(G)| < C(1+ |F|P~! +|GP~Y)|F - G

for all F, G € M?.
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It can be verified that the stored energy function of a St Venant-Kirchhoff ma-
terial, which is given by
. A 2
W (F) = % o (FTF—1)?+ 3 {tr (FT'F - I)} :

satisfies such inequalities with p = 4.

Remark. By contrast, the stored energy function of a linearly elastic material,
which is given by

. A 2

W (F) = %HF +FT -l + 2 {tr (FT +F - 21)} ,
where ||F|| := {tr FTF}'/2  satisfies the first inequality with p = 2, but not the
second one. O

It is further assumed that, for each € > 0, the shells are subjected in their interior
to applied body forces of density f = feghe - Q° — R? per unit volume, where
ff € L‘I(QE ) and % + % =1, and that these densities do not depend on the unknown
deformation. Applied surface forces on the “upper” and “lower” faces of the shells
could be likewise considered, but are omitted for simplicity; see in this respect Le
Dret & Raoult [64] who consider a pressure load, an example of applied surface
force that depends on the unknown deformation.

Finally, it is assumed that each shell is subjected to a boundary condition of
place along its entire lateral face @(y x [—¢, ¢]), where v := Ow, i.e., that the
displacement vanishes there.

The three-dimensional problem is then posed as a minimization problem in terms
of the unknown deformation field

®°(2°) := O(2°) + u (%), 2° € O,
of the reference configuration, where u° : O — R3is its displacement field (Section
2.3): It consists in finding ®° such that
®° € M(QF) and JE(P°) = inf  J°(¥°), where
TeeM(Q0)
M(QF) == {¥° € WIP(Q5;R3); ¥° = O on v x [—¢, ¢]},

J(¥°) = / W(VEPE (V@)™ !) det VEO da®

— fe- P det VO da®.
Qe

This minimization problem may have no solution; however, this is not a short-
coming as only the existence of a “diagonal infimizing family”, whose existence is
always guaranteed, is required in the ensuing analysis (Theorem 2.5-1).

The above minimization problem is then transformed into an analogous one, but
now posed over the fized domain ) := wx| — 1, 1[. Let x = (z1, 2, x3) denote a
generic point in Q and let 9; := 9/9xz;. With each point z € ), we associate the
point z€ € O through the bijection

7w = (21, 2o, 23) € X — 2° = (25) = (1, Lo, £x3) € L.

We then define the unknown scaled deformation ®(e) : Q2 — R? by letting
®(c)(z) := ®°(2°) for all 2° = 7°x, x € Q.
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Finally, we assume that the applied body forces are of order O(1) with respect
to €, in the sense that there exists a vector field f € L2 (;R?) independent of €
such that

f(z%) = f(x) for all 2° = 7z, x € Q.

Remark. Should applied surface forces act on the upper and lower faces of the
shells, we would then assume that they are of order O(e) with respect to e. O

In what follows, the notation (by; bo; b3) stands for the matrix in M? whose
three column vectors are by, ba, bs (in this order).

These scalings and assumptions then imply that the scaled deformation ®(¢)
satisfies the following minimization problem:

P(c) € M(e; Q) and J(e)(®(e)) = \Ile./i\}ll(fa; o J(€)(¥), where

M(e; Q) = { € WP (QRY); @ = Bo(e) on v x [1, 1]},

s = [

W((altp; 9o 133\11)(6*(5))*1) det G() da
Q 1)

—/f~1/)detG(5)dx,
o

where the vector field ®q(e) : 2 — R? is defined for each £ > 0 by
By (c)(z) :== O(2°) for all 2° = 7°x, x € Q,
and the matrix field G(e) : Q@ — M3 is defined by
G(e)(x) := VeO(zf) for all 2° = 7°x, x € Q.
The scaled displacement
u(e) := ®(e) — Py(e)
therefore satisfies the following minimization problem:

u(e) € W(Q;R3) and J(¢)(u(e)) = veVIi/I(lffl;R3) J(e)(v), where

W(QR?) = {ve WHP(Q;R3); v=0o0n~ x [-1, 1]}
J(e)(v) = /QW<I+ (O1v; Dov; %83'0)(6‘(5))71) det G(¢e) dx

f/ I (®ole) +v)det G(e) dx.
Q

Central to the ensuing result of convergence is the notion of quasiconvexity,
due to Morrey [71, 72] (an account of its importance in the calculus of variations is
provided in Dacorogna [38, Chap 5]): Let M"™*"™ denote the space of all real matrices
with m rows and n columns; a function W : M™*" — R is quasiconvez if, for all
bounded open subsets U C R™, all F' € M™*"™ and all £ = (&)1, € Wy > (U; R™),

W(F) < — / W(F + Ve(r)) dr,
U

~ meas U

where V& denotes the matrix (0;&;) € M"™*". Given any function WM™ - R,
its quasiconvexr envelope QW : M™*" — R is the function defined by

QW :=sup{X : M™*" — R; X is quasi-convex and X < W}.
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Remark. An illuminating instance of actual computation of a quasiconvex enve-
lope is found in Le Dret & Raoult [63], who explicitly determine the quasiconvex
envelope of the stored energy function of a St Venant-Kirchhoff material. O

Also central to the ensuing analysis is the notion of I'-convergence, a powerful
theory initiated by De Giorgi [40, 41] (see also De Giorgi & Franzoni [43]); an
illuminating introduction is found in De Giorgi & Dal Maso [42] and thorough
treatments are given in the books of Attouch [8] and Dal Maso [39]. As shown
by Acerbi, Buttazzo & Percivale [1] for nonlinearly elastic strings, by Le Dret
& Raoult [62, 64] for nonlinearly elastic planar membranes and membrane shells,
by Friesecke, James & Miiller [48] for nonlinearly elastic flexural plates, and by
Friesecke, James, Mora & Miiller [49] for nonlinearly elastic flexural shells, this
approach has thus far provided the only known convergence theorems for justifying
lower-dimensional nonlinear theories of elastic bodies. See also Ciarlet [19, Section
1.11] for an application to linearly elastic plates.

We then recall the fundamental definition underlying this theory: Let V be a
metric space and let J(¢) : V' — R be functionals defined for all ¢ > 0. The family
(J(€))eso is said to I'-converge as ¢ — 0 if there exists a functional J : V. —
R U {400}, called the T-limit of the functionals J(g), such that

v(e) mvase — 0= J(v) < thiglf J(e)(v(e)),

on the one hand and, given any v € V, there exist v(g) € V, € > 0, such that
v(e) mvase— 0and J(v) = lin% J(e)(v(e)),
E—

on the other.

As a preparation to the application of I'-convergence theory, the scaled energies
J(g) : M(Q2) — R found above are first extended to the larger space LP(Q;R3) by
letting

~ J(e)(v) if v € M(Q),
1O = { +o0 if v € LP(Q;R?) but v ¢ M(Q).

Such an extension, customary in I'-convergence theory, has inter alia the advan-
tage of “incorporating” the boundary condition into the extended functional.

Le Dret & Raoult [64] then establish that the family (J(€))eso of extended en-
ergies T'-converges as ¢ — 0 in LP(;R3) and that its T-limit can be computed by
means of quasiconvex envelopes.

More precisely, their analysis leads to the following remarkable convergence the-
orem, where the limit minimization problems are directly posed as two-dimensional
problems (part c)); this is licit since the solutions of these limit problems do not
depend on the transverse variable (part (b)). Note that, while minimizers of J(¢)
over M(2) need not exist, the existence of a “diagonal infimizing family” in the
sense understood below is always guaranteed because inf,eaq(q) J(€)(v) > —oo0.

In what follows, the notation (by; by) stands for the matrix in M3*2 with by, by
(in this order) as its column vectors and /a dy denotes as usual the area element
along the surface S.

Theorem 2.5-1. Assume that the applied body forces are of order O(1) with respect
to €, and that there exist C >0, a > 0, B € R, and 1 < p < oo such that the stored
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energy function W M3 - R satisfies the following growth conditions:

|W(F)| < C(1+ |F|P) for all F € M3,
W (F) > a|FP + for all F € M3,
W(F) - W(G)| <COA+|FP !+ |GPYF-G| foral F,GcM>.
Let the space M(R2) be defined by
M(Q) :={v e WHP(Q;R?); v =0 on v x [-1, 1]},

and let (u(e))e>o be a “diagonal infimizing family” of the scaled energies, i.e., a
family that satisfies

u(e) e M(Q) and J(e)(u(e)) < vei/&f(m J(e)(v) + h(e) for all € > 0,

where h is any positive function that satisfies h(e) — 0 as € — 0. Then:
(a) The family (u(€))eso lies in a weakly compact subset of the space WP (Q;R?).
(b) The limit u € M(2) as € — 0 of any weakly convergent subsequence of
(u(e))eso satisfies Dzu = 0 in Q and is thus independent of the transverse variable.
(

¢) The vector field ¢ := % fil w dxg satisfies the following minimization problem:

¢ e WP R and jn(¢) = inf  jum(n),
neEW, P (wiR3)

where

Jm(n) = Q/W QW (y, (a1 + 01m; az + 0om))Vady — /w { /11 fdxfs} -nvady,

Wi (y, (b b)) := birel]%?’ W (b5 bz b3)G ™ (y)) for all (y, (b; b2)) € @ x MP<2,

G(y) == (a1(y); az2(y); as(y)),

the vectors a;(y) forming for each y € @ the covariant basis at the point 0(y) € S,
and QWy(y, -) denotes for each y € W the quasiconvexr envelope of Wy(y, -).

(]

It remains to de-scale the vector field . In view of the scalings performed
on the deformations, we are naturally led to defining for each € > 0 the limit
displacement field ¢° : @ — R3 of the middle surface S by

¢ =C.

It is then immediately verified that ¢° satisfies the following minimization problem
(the notations are those of Theorem 2.5-1):

¢F e Wy P(w; R3) and j5,(¢°) = inf J5;(n), where
neW, ' (w;R3)

Ju(n) = 25/ QWar(y, (a1 + 0im; as + dam))Vady
- [{[ s} avaa

—€
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The unknown 7 in the above minimization problem appears only by means of
its first-order partial derivatives O,m in the stored energy function

n € WHP(w;R?) — eQWi(-, (a1 + dim; as + am))

found in the integrand of the energy j5,.

Assume that the original stored energy function is frame-indifferent, in the sense

that

W(RF) = W(F) for all F € M? and R € O3

This relation is stronger than the usual one, which holds only for FF € M? with
det FF > 0 (see Ciarlet [18, Theorem 4.2-1]); it is, however, verified by the kinds
of stored energy functions to which the present analysis applies, e.g., that of a St
Venant-Kirchhoff material. Under this stronger assumption, Le Dret & Raoult [64,
Theorem 10] establish the crucial properties that the stored energy function found
in ji;, once expressed as a function of the points of S, is frame-indifferent and that
it depends only on the metric of the deformed middle surface. For this reason, this
theory is a frame-indifferent, nonlinear “membrane” shell theory.

It is remarkable that the stored energy function found in j§, can be explicitly
computed when the original three-dimensional stored energy function is that of a
St Venant-Kirchhoff material; see Le Dret & Raoult [64, Section 6].

Again for a St Venant-Kirchhoff material, Genevey [50] has furthermore shown
that, when the singular values of the 3 x 2 matrix fields (9,7;) associated with a field
1 = n;a’ belong to an appropriate compact subset of R? (which can be explicitely
identified), the expression j5,(n) takes the simpler form

ot = 5 [ a7 e ) =) as ) sy~ [ { [ s} nvaay

—&

where

aaﬁa'r = Zl)\iiu‘aaﬁaa"r + QM(GOMCLﬁT + aa'raﬁa)’

A+ 2u
aap(N) = 0,(0 +m;a’) - 03(0 + n;a’).

This is precisely the expression of j5,(n) that was found by Miara [69] to hold “for all
fields n” (i.e., without any restriction on the fields ) such as that found by Genevey
[50]), by means of a formal asymptotic analysis. This observation thus provides a
striking example where the limit equations found by a formal asymptotic analysis
“do not always coincide” with those found by means of a rigorous convergence
theorem.

Le Dret & Raoult [64, Section 6] have further shown that, if the stored energy
function is frame-indifferent and satisfies W (F) > W (I) for all F € M? (as does the
stored energy function of a St Venant-Kirchhoff material), then the corresponding
shell energy is constant under compression. This result has the striking consequence
that “nonlinear membrane shells offer no resistance to crumpling. This is an em-
pirical fact, witnessed by anyone who ever played with a deflated balloon” (to quote
H. Le Dret and A. Raoult).

We now turn our attention to the asymptotic analysis, by means of I'-convergence
theory, of nonlinearly elastic flexural shells. In its principle, the approach is essen-
tially the same (although more delicate) as that used for deriving the nonlinear
membrane shell equations. There are, however, two major differences regarding
the assumptions that are made at the onset of the asymptotic analysis.
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A first difference is that the applied body forces are now assumed to be of order
O(e?) with respect to e (instead of O(1)), in the sense that there exists a vector
field f € L?(Q;R3) independent of € such that

Fe(2f) = 2 f(z) for all 2° = 72 € Q.

A second difference (without any counterpart for membrane shells) is that the set
denoted M p(w) in the next theorem contains other fields than 6 (the interpretation
of this key assumption is briefly commented upon after the theorem).

Under these assumptions, Friesecke, James, Mora & Miiller [49] have proved
the following result. The notations az(v), aag(®), and bas(¢) used in the next
statement are self-explanatory: Given an arbitrary vector field 1 € H?(w;R?),

0 0
az(y) := % aap(P) := 0a® - 01, bap(th) = —0naz () - Op.

Theorem 2.5-2. Assume that the applied body forces are of order O(e?) with
respect to . Assume in addition that the stored energy function W : M? — R
satisfies the following properties: It is measurable and of class C? in a neighborhood
of @‘i, it satisfies

W(I)=0and W(RF) = W(F) for all F € M? and R € 03,
and, finally, it satisfies the following growth condition: There exists a constant

C > 0 such that
W (F)| > C inf |F—RJ?forall FeM>.
Re0%

Finally, assume that the set
Mp(w) = {1 € H*(w;R%); aap(9h) = aap in w;
¥ = 0 and a3(v) = a3 on Yo},

contains other vector fields than 6.
Then the scaled energies J(g), € > 0, constitute a family that T-converges as
e — 0 in the following sense: Any “diagonal infimizing family” (defined as in
Theorem 2.5-1) contains a subsequence that strongly converges in H(;R3).
Besides, the limit ® of any such subsequence is independent of the transverse

1
variable, and the vector field ¢ = 5/ Pdxs satisfies
1

4 P
¥ € Mp(w) and jr(p) we/l\gF(w)JF(w),

where the functional jp : Mp(w) — R is defined by

e (8) =5 [ Wl ((bia() ~ bra)a’s (bap() ~ ba)a’)) Va dy

A gean) vy
where

. 1 02°W

Wr(y, (b1;b2)) = inf 5 W(I)((bﬁbz%b?)(}_l(y)a (b1:b23b3)G ™ (y))

for all (y, (b1;by)) € @ x M3*?2)
G(y) = (a1(y); a2(y); as(y))-
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The assumption that the set Mp(w) contains other vector fields than 6 means
that there exist nonzero displacement fields n;a’ of the middle surface 8(w) that
are both inextensional, in the sense that the surfaces 8(w) and (), where 1 :=
0 + n;a’, have the same metric (as reflected by the assumption ans(9) = aap in
w), and admissible, in the sense that the points of, and the tangent spaces to, the
surfaces 8(w) and ¥ () coincide along the set O(~g) (as reflected by the boundary
conditions ¥ = 6 and a3(1) = a3 on o).

It follows that the “de-scaled” unknown deformation ¢° : @ — R? of the middle
surface of the shell is a minimizer over the set Mp(w) of the functional j% defined
by

e ._253 i 8. B
50 =" [ Wl (b1p(8) — bi)a’s (bap() — bag)a”)) Vady

7/{ j fsdx§}~1,[)\/ady for all ¥ € Mp(w).

When the original three-dimensional stored energy function is that of a St Venant
Kirchhoff material, the expression j% (1) takes the simpler form

€ 63 apoT ) (>
5#8) =5 [ a7 brr ()b ) Cus ) -bes)ady— [ { [ g dos}pvady,
where m

abor . T on +g’ua°‘5a” + 2u(a®?aP™ 4+ a®7aP?).

Interestingly, exactly the same expression j%(¢) was found for all ¥ € Mp(w)
by means of a formal asymptotic analysis by Lods & Miara [65], as the outcome
of sometimes exceedingly delicate computations. This observation is thus in sharp
contrast with that made for a membrane shell, whose limit equations cannot always
be recovered by a formal approach, as noted earlier.

Remark. Although I'-convergence automatically provides the existence of a min-
imizer of the I'-limit functional, the existence of a minimizer of the functional jp
over the set Mp(w) can be also established by means of a direct method of calculus
of variations; cf. Ciarlet & Coutand [24]. O

2.6. LINEAR SHELL MODELS OBTAINED BY ASYMPTOTIC ANALYSIS

In this section, we briefly review the genesis of those two-dimensional linear shell
theories that can be found, and rigorously justified, as the outcome of an asymptotic
analysis of the equations of three-dimensional linearized elasticity as € — 0.

The asymptotic analysis of elastic shells has been a subject of considerable at-
tention during the past decades. After the landmark attempt of Goldenveizer [53],
a major step for linearly elastic shells was achieved by Destuynder [44] in his Doc-
toral Dissertation, where a convergence theorem for “membrane shells” was “almost
proved”. Another major step was achieved by Sanchez-Palencia [77], who clearly
delineated the kinds of geometries of the middle surface and boundary conditions
that yield either two-dimensional membrane, or two-dimensional flexural, equations
when the method of formal asymptotic expansions is applied to the variational equa-
tions of three-dimensional linearized elasticity (see also Caillerie & Sanchez-Palencia
[17] and Miara & Sanchez-Palencia [70]).
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Then Ciarlet & Lods [27, 28] and Ciarlet, Lods & Miara [31] carried out an
asymptotic analysis of linearly elastic shells that covers all possible cases: Under
three distinct sets of assumptions on the geometry of the middle surface, on the
boundary conditions, and on the order of magnitude of the applied forces, they
established convergence theorems in H', in L?, or in ad hoc completion spaces,
that justify either the linear two-dimensional equations of a “membrane shell”, or
those of a “generalized membrane shell”, or those of a “flexural shell”.

More specifically, consider a family of linearly elastic shells of thickness 2¢ that
satisfy the following assumptions: All the shells have the same middle surface
S = 6(w) C R3, where w is a domain in R? with boundary v, and 8 € C3(w; R?).
Their reference configurations are thus of the form ©(Q), e > 0, where

OF :=w x (—¢,¢),
and the mapping © is defined by
O(y,x5) := 0(y) + 25as(y) for all (y,z5).

All the shells in the family are made with the same homogeneous isotropic elastic
material and that their reference configurations are natural states. Their elastic
material is thus characterized by two Lamé constants A > 0 and p > 0.

The shells are subjected to body forces and that the corresponding applied body
force density is O(eP) with respect to e, for some ad hoc power p (which will be
specified later). This means that, for each ¢ > 0, the contravariant components
f5¢ € L2(9F) of the body force density f° = f“°g¢ are of the form

fi7€(y,€x3) = Epfi(y,l’g) for all (y,z3) € Q:=w x |-1,1],

and the functions f* € L?(Q) are independent of ¢ (surface forces acting on the
“upper” and “lower” faces of the shell could be as well taken into account but
will not be considered here, for simplicity of exposition). Let then the functions
ph¢ € L?(w) be defined for each € > 0 by
p’"5 = : fi’e dzxs.
—

Finally, each shell is subjected to a boundary condition of place on the portion
O (7o x [—¢,¢]) of its lateral face, where 7 is a fized portion of -y, with length~yy > 0.

Then the displacement field of the shell satisfies the following minimization prob-
lem associated with the equations of linearized three-dimensional elasticity in curvi-
linear coordinates (see Section 2.3):

u® € V(QF) and J.(u®) = min J*(v®), where
vEeV (QF)

1 g
T =y [ AT )R oW et - [ ot
V(QF) := {v° =v5g"%; o5 € H'(Q), vi =0o0n vy x (—¢,¢)}.

For each € > 0, this problem has one and only one solution u¢ € V(Q).
For any displacement field n = n;a’ : w — R3, let

1
'Yaﬁ('r’) = 5(8577 ‘g +0am - aﬂ) and paﬁ(n) = (804,377 - Fgﬁaon) - ag

denote as usual the covariant components of the linearized change of metric, and
linearized change of curvature, tensors.
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In Ciarlet, Lods & Miara [31] it is first assumed that the space of linearized
inextensional displacements (introduced by Sanchez-Palencia [75])

Vi) :={n=mna’; n, € H'(w), n3 € H*(w);
ni = 0ym3 =0 on Y0, Yap(n) =0in w}

contains non-zero functions. This assumption is in fact one in disguise about the
geometry of the surface S and on the set vy. For instance, it is satisfied if S is a
portion of a cylinder and 0(~o) is contained in one or two generatrices of S, or if S
is contained in a plane, in which case the shells are plates.
Under this assumption Ciarlet, Lods & Miara [31] showed that, if the applied
body force density is O(e2) with respect to €, then
1 €

— ufdeg — ¢ in H' (w;R?) as e — 0,
2 J_,

where the limit vector field ¢ := (;a’ belongs to the space V p(w) and satisfies the
equations of a linearly elastic “flexural shell” | viz.,

63 affor i,
g/a 7 pm(C)paﬁ(n)\/Edy:/p’ nivady

for all n = m;a’ € V p(w). Observe in passing that the limit ¢ is indeed independent
of ¢, since both sides of these variational equations are of the same order (viz., £3),
because of the assumptions made on the applied forces.

Equivalently, the vector field ¢ satisfies the following constrained minimization
problem:

¢ € Vi(w) and jr(C) = inf jz(n),

where
£ 1 53 afot i,€
Jrm) =35 | 50" per(m)papm)Vady — [ p"niv/ady
w w
for all n = n;a’ € V p(w), where the functions
4\
a®Por = ) +gl~t) a®Pa’" 4+ 2p(a® aPT + a7 aP%)

are precisely the familiar contravariant components of the shell elasticity tensor.
If Vp(w) # {0}, the two-dimensional equations of a linearly elastic “flexural
shell” are therefore justified.

If Vp(w) = {0}, the above convergence result still applies. However, the only
€

information it provides is that % u®dz§ — 0 in H'(w;R?) as ¢ — 0. Hence a
€ —€
more refined asymptotic analysis is needed in this case.

A first instance of such a refinement was given by Ciarlet & Lods [27], where it
was assumed that v9 = « and that the surface S is elliptic, in the sense that its
Gaussian curvature is > 0 everywhere. As shown in Ciarlet & Lods [27] and Ciar-
let & Sanchez-Palencia [35], these two conditions, together with ad hoc regularity
assumptions, indeed imply that V g(w) = {0}.

In this case, Ciarlet & Lods [28] showed that, if the applied body force density is
O(1) with respect to €, then

€ €

1 1
% ué da§ — o in H'(w) and 2—/ u§ da§ — (3 in L?(w) as e — 0,
e e

—€ —€
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where the limit vector field ¢ := (;a® belongs to the space
Vu(w) = {n =ma’; na € Hy(w), 13 € L*(w)},

and solves the equations of a linearly elastic “membrane shell”, viz.,
/ aﬁrr'r,yaT( )’Yaﬁ( )fdy—/pi’smx/&dy
w w

for all n = m;a® € V j(w), where the functions a®?°7,v,5(n), a, and p"* have the
same meanings as above. If yg = v and S is elliptic, the two-dimensional equations
of a linearly elastic “membrane shell” are therefore justified. Observe that the limit
¢ is again independent of e, since both sides of these variational equations are of
the same order (viz., €), because of the assumptions made on the applied forces.

Equivalently, the field ¢ satisfies the following unconstrained minimization prob-
lem:

¢ € Vu(w)and j3,(¢) = inf 3 (n),
neEV m(w)

where

G =5 [ e msn)ady ~ [ o nivady,

Finally, Ciarlet & Lods [30] studied all the “remaining” cases where Vp(w) =
{0}, e.g., when S is elliptic but lengthyy < length~y, or when S is for instance a
portion of a hyperboloid of revolution, etc. To give a flavor of their results, consider
the important special case where the semi-norm

) 1/2
M
2 = mal — )l = {le’m 3.}

becomes a norm over the space
W(w) = {nec H'(w;R%);n=0on}

In this case, Ciarlet & Lods [30] showed that, if the applied body forces are
“admissible” in a specific sense (but a bit too technical to be described here), and
if their density is again O(1) with respect to e, then

1 g

. u®dzr§ — (¢ in Vgi\/[(w) as e — 0,

3
where

ng (w) := completion of W (w) with respect to ny

Furthermore, the limit field ¢ € ng (w) solves “limit” variational equations of the
form

eB},(¢5,m) = Lif (n) for all n € Vi (),

where B?M is the unique extension to V?M(w) of the bilinear form Bj; defined by

(€)= 5 [ 400 (€ra(m)ady for all C.m € W),

i.e., By is the bilinear form found above for a linearly elastic “membrane shell”,
and Lg\’/f : ng (w) — R is an ad hoc linear form, determined by the behavior as
€ — 0 of the admissible body forces.

In the “last” remaining case, where V g(w) = {0} but ||£4 is not a norm over
the space W (w), a similar convergence result can be established, but only in the
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completion ng (w) with respect of ||£4 of the quotient space W (w)/W(w), where
Wo(w) = {n € W(w); yap(n) =0 in w}.

Either one of the above variational problems corresponding to the “remaining”
cases where V p = {0} constitute the equations of a linearly elastic “general-
ized” membrane shell, whose two-dimensional equations are therefore justified.

The proofs of the above convergence results are long and technically difficult.
Suffice it to say here that they crucially hinge on the Korn inequality “with boundary
conditions” (Theorem 2.9-3) and on the Korn inequality “on an elliptic surface”
(end of Section 2.9).

Combining these convergences with earlier results of Destuynder [45] and Sanchez-
Palencia [75, 76, 78] (see also Sanchez-Hubert & Sanchez-Palencia [79]), Ciarlet &
Lods [28, 29] have also justified as follows the linear Koiter shell equations studied
in Sections 2.8 to 2.10, again in all possible cases.

Let ¢° denote for each £ > 0 the unique solution (Theorem 2.10-2) to the linear
Koiter shell equations, viz., the vector field that satisfies

¢CeV(w)={n=mna"; n, € H (w), n3 € H*(w); 7; = 0,yn3 = 0 on v},
3
£ E apoT 1
/ {EG“B”%T(C Vas(n) + 5o BT por (€ )paﬁ(n)}\/ﬁdy

= /pi’eni\/&dy for all n = pia’ € V(w),
w
or equivalently, the unique solution to the minimization problem

¢ e V(W) md j(¢) = inf ()

where

. 1 afor 53
im =5 [ {0 s )van(m) + 5
f/pi’smx/ﬁdy-

Observe in passing that, for a linearly elastic shell, the stored energy function
found in Koiter’s energy, viz.,

aaﬁUTpaT (U)Paﬁ (77) } \/5 dy

3

€ apoT € apoT
n— {§a P Yor(M)vas(n) + 50 pm(n)pa,a(n)}

is thus exactly the sum of the stored energy function of a linearly elastic “membrane
shell” and of that of a linearly elastic “flexural shell”.
Then, for each category of linearly elastic shells (membrane, generalized mem-

1 g
brane, or flexural), the vector fields (¢ and % / u® dz§, where u® denotes the
€ —&

solution of the three-dimensional problem, have exactly the same asymptotic behav-
ior as € — 0, in precisely the same function spaces that were found in the asymptotic
analysis of the three-dimensional solution.

It is all the more remarkable that Koiter’s equations can be fully justified for
all types of shells, since it is clear that Koiter’s equations cannot be recovered
as the outcome of an asymptotic analysis of the three-dimensional equations, the
two-dimensional equations of linearly elastic, membrane, generalized membrane, or
flexural, shells exhausting all such possible outcomes!
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So, even though Koiter’s linear model is not a limit model, it is in a sense the
“best” two-dimensional one for linearly elastic shells!

One can thus only marvel at the insight that led W.T. Koiter to conceive the
“right” equations, whose versatility is indeed remarkable, out of purely mechanical
and geometrical intuitions!

We refer to Ciarlet [20] for a detailed analysis of the asymptotic analysis of
linearly elastic shells, for a detailed description and analysis of other linear shell
models, such as those of Naghdi, Budiansky and Sanders, Novozilov, etc., and for
an extensive list of references.

2.7. THE NONLINEAR KOITER SHELL MODEL

In this section, we begin our study of the equations proposed by W.T. Koiter for
modeling thin elastic shells. These equations are “two-dimensional”, in the sense
that they are expressed in terms of two curvilinear coordinates used for defining
the middle surface of the shell.

To begin with, we describe the nonlinear Koiter shell equations, so named after
Koiter [59], and since then a two-dimensional nonlinear model of choice in compu-
tational mechanics.

Given an arbitrary displacement field ) := n;a’ : @ — R3 of the surface S with
smooth enough components n; : w — R, let

aap(n) = aa(n) - ag(n), where aq(n) = 9a(0 + 1),

denote the covariant components of the first fundamental form of the deformed
surface (0 + n)(@). Then the functions

Gapn) = 5 (0as(n) ~ aa)

denote the covariant components of the change of metric tensor associated
with the displacement field 7 = n;a’ of S.
If the two vectors a,(n) are linearly independent at all points of w, let

bas(m) = ﬁ&w(e ) {an(m) Aag(m)),

where

a(n) := det(aqs(n)),
denote the covariant components of the second fundamental form of the deformed
surface (0 + n)(@). Then the functions

Raﬁ(n) = baﬁ (77) - bozﬁ
denote the covariant components of the change of curvature tensor field
associated with the displacement field 7 = n;a® of S. Note that \/a(n) = |ai(n) A
aa(n)|.

Note that both surfaces 8(w) and (6 + n)(w) are equipped with the same curvi-
linear coordinates y1, y2.

As a point of departure, consider an elastic shell made of a St Venant-Kichhoff
material modeled as a three-dimensional problem (Section 2.3). The nonlinear
two-dimensional equations proposed by Koiter [59] for modeling such an elastic
shell are then derived from those of nonlinear three-dimensional elasticity on the
basis of two a priori assumptions: One assumption, of a geometrical nature, is
the Kirchhoff-Love assumption. It asserts that any point situated on a normal to
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the middle surface remains on the normal to the deformed middle surface after the
deformation has taken place and that, in addition, the distance between such a point
and the middle surface remains constant. The other assumption, of a mechanical
nature, asserts that the state of stress inside the shell is planar and parallel to the
middle surface (this second assumption is itself based on delicate a priori estimates
due to John [56, 57]).

Taking these a priori assumptions into account, W.T. Koiter then reached the
conclusion that the displacement field ¢* = (fa’ of the middle surface S := ()
of the shell, where the functions ({ are unknowns, should be a stationary point, in
particular a minimizer, over a set of smooth enough vector fields n = n;a’ : w — R3
satisfying ad hoc boundary conditions on ~p, of the functional j defined by (cf.
Koiter [59, egs. (4.2), (8.1), and (8.3)]):

3
5 =5 [ {20 G m)Guln) + 5 a7 R () Ras)

- / pEnivady,

where the functions a®?°™ and p’¢ € L?(w) are the same as in Section 2.6, i.e., they
are defined by

4\
a®BoT .= P +’;uao‘ﬁa” + QM(aWaBT + a‘”aﬁa)
€
pe ::/ [ dxs.

—€
The above functional j is called Koiter’s energy for a nonlinear elastic

shell.
The stored energy function wg found in Koiter’s energy j is thus defined by

3
€ afor € aBor
wK(n) = Ea A Gar(n)Gaﬁ(n) + Ea o Rar(n)Raﬁ(n)

i

for ad hoc vector fields n = n;a’.
part

This expression is the sum of the “membrane”

war(n) = 507 Gor () G ()

and of the “flexural” part
&3
wr(n) = Eaaﬁm—RUT(n)Raﬁ(n)-

Another closely related set of nonlinear shell equations “of Koiter’s type” has
been proposed by Ciarlet [21]. In these equations, the denominator \/a(n) that
appears in the functions R,3(n) = bag(n) — bag is simply replaced by \/a, thereby
avoiding the possibility of a vanishing denominator in the expression wg (n). Then
Ciarlet & Roquefort [34] have shown that the leading term of a formal asymptotic
expansion of a solution to this two-dimensional model, with the thickness 2¢ as the
“small” parameter, coincides with that found by a formal asymptotic analysis of
the three-dimensional equations. This result thus raises hopes that a rigorous jus-
tification, by means of I'-convergence theory, of a nonlinear shell model of Koiter’s
type might be possible.
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2.8. THE LINEAR KOITER SHELL MODEL

Consider the Koiter energy j for a nonlinearly elastic shell, defined by (cf. Section
2.7)

3
i =5 [ {ea " Garm)Ganm) + 5 a7 Rorm) Raam) } Va dy

- / pEnivady,
w

for smooth enough vector fields n = m;a’ : @ — R3. One of its virtues is that
the integrands of the first two integrals are quadratic expressions in terms of the
covariant components Gog(n) and R.g(n) of the change of metric, and change
of curvature, tensors associated with a displacement field n = n;a’ of the middle
surface S = 0(w) of the shell. In order to obtain the energy corresponding to
the linear equations of Koiter [60], which we are about to describe, it suffices, “by
definition”, to replace the covariant components

Gap(m) = 3 (005(m) ~ ) and Ras(m) = b (1) — b

of these tensors by their linear parts with respect to m, respectively denoted v,z(n)
and pas(n) below. Accordingly, our first task consists in finding explicit expressions
of such linearized tensors. To begin with, we compute the components v,3(n).

Theorem 2.8-1. Let w be a domain in R? and let @ € C?(w;R3) be an immersion.
Given a displacement field n = n;a® of the surface S = 0(w) with smooth enough
covariant components 1; : w — R, let the function vo3(n) : @ — R be defined by

1

Yap(n) = 3 [a0s(n) — aas]™

)

where aqp and aaz(N) are the covariant components of the first fundamental form
of the surfaces 8(w) and (0 +n)(@), and [- - -] denotes the linear part with respect
to m in the expression [---]. Then

1
’Yaﬁ(n) = 5 (3577 cAq Tt 80/’7 : aﬁ) = 7605(77)

(a5 + M8ja) = bapns

— N =

= 3010 + 0anp) = T% a5 — bagns,

where the covariant derivatives 1y are defined by a3 = Ogna — Logne. In par-
ticular then,

Na € H'(w) and 03 € L*(w) = 7ap(n) € L*(w).

Proof. The covariant components ang(7) of the metric tensor of the surface (6 +
1)(w) are by definition given by

aap(M) = 0a(0 +m) - 05(0 + ).
The relations
0a(0+m) = a, + 0an
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then show that
Aap ("7) = (aoc + 6a77) ’ (aﬁ + 6517)
= aap + 0N Ao + 0am - ag + 0am - O,

hence that

1

Yap(M) = Slaas(n) - aap]™

= L(m - ae+ o - 29).
The other expressions of y,5(7) immediately follow from the relation
dam = Da(mia’) = (Dano — Li,1r — bagnz)a” + (Dans + bi1r)a’,
itself a consequence of the Gauss and Weingarten equations (see Section 2.1)
Dpa” = —T7_a% 4 bl a®,
Opa® = —ba,a’.

O

The functions vy,z(n) are called the covariant components of the linearized
change of metric tensor associated with a displacement 717 = n;a’ of the surface

S.
We next compute the components pag(n).

Theorem 2.8-2. Let w be a domain in R? and let @ € C3(w;R3) be an immersion.
Given a displacement field n := m;a’ of the surface S = () with smooth enough
and “small enough” covariant components n; : w — R, let the functions pag(n) :
w — R be defined by

lin

Pap(M) = [bap(n) = bap]™,
where bag and bag(n) are the covariant components of the second fundamental form
of the surfaces O(@) and (0 +n)(@), and |- --]" denotes the linear part with respect
to m in the expression [---]. Then

Pas(m) = (Oapn —I'%30:m) - a3 = ppa(n)
= M3jap — bz + b2Ms 15 + 50 + b5lan-
= Oapnz — Lap0ons — bobopns
+b2 (0810 — Thonr) + 05(0an- — T3n0)
H(abj + o605 —T0505)1,
where the covariant derivatives Nals M3|afs and bg\a are defined by
Nalg = OpNa — Lo gNos
N3jas = Oapfs — Lo 3013,
la = 0abj + 17,05 — T 5b.
In particular then,
Ne € H'(w) and 13 € H*(w) = pas(n) € L*(w).
The functions bg|a satisfy the symmetry relations

baa :bg|ﬂ'
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Proof. For convenience, the proof is divided into five parts. In parts (i) and (ii),
we establish elementary relations satisfied by the vectors a; and a® of the covariant
and contravariant bases along S.

(1) The two vectors a, = 0,0 satisfy |a; A az| = v/a, where a = det(aqg).
Let A denote the matrix of order three with aj,as,az as its column vectors.
Consequently,

a; N\ as

det A = (a1 ANag) -ag = (a; Aag) - m = |a; A ag|.
Besides,
(det A)? = det(AT A) = det(aqg) = a,
since a, - ag = aqg and a, - ag = do3. Hence |a; A az| = V/a.
(ii) The vector fields a; and a® are related by a; A ag = —+/aa® and az A ay =

_ 1
\’/Taoap.rove that two vector fields ¢ and d coincide, it suffices to prove that ¢-a; =
d-a,; for i € {1,2,3}. In the present case,
(a1 Naz)-a; =0and (a; Aaz)-az =0,
(a; Aag)-as = —(a; Aag)-a3 = —/a,
since y/aaz = a; A as by (i), on the one hand; on the other hand,

—Vaa®-a; = —/aa’-az =0 and — Vaa®-ay = —/a,

since a’ - a; = 7. Hence a; A ag = —y/aa®. The other relation is similarly estab-
lished.

(iii) The covariant components bog(n) satisfy
baﬁ(n) = baﬁ + (3aﬁ77 - Fgﬁaan) -az + h.o.t.,

where “h.o.t.” stands for “higher-order terms”, i.e., terms of order higher than
linear with respect to 1. Consequently,

paﬁ(n) = [baﬁ(n) - baﬁ]lin = (aa,@n - Fg,@aan) az = pﬁa(n)~

Since the vectors a, = 9,0 are linearly independent in w and the fields n =
n;a; are smooth enough by assumption, the vectors 0,(0 + n) are also linearly
independent in w provided the fields n are “small enough”, e.g., with respect to the
norm of the space C!(@w; R?). The following computations are therefore licit as they
apply to a linearization around 1 = 0.

Let

a,(n) == 0a(0+m) = a, + 0,n and az(n) :=

where

a(n) := det(aap(n)) and aas(n) == aa(n) - ag(n).
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Then
bag(n) = daag(n) - as(n)

1
= ( (Oaag + 0apn) - (a1 Nag +ay Adan+ 01 Aaz + h.o.t.)
a(n

— \/ﬁ {Va(bas + Oapn - as)}

1

va(n)

since bag = Onap - az and dpag = I'] sa, + bagag by the formula of Gauss. Next,

(Fosa0 + bapaz) - (ar A dam)

~—

{(Fgﬁag + bapas) - (a1 AOam+ 01m A ag) + ho.t. } ,

Fiﬁag (a1 A 02m) — bap02n - (a1 A ag)

= \/E (7F3582’I7 -az + baﬁag’r] . a2) ,
2

since, by (ii), az- (a1 Adam) = —0am- (a1 Aas) = —/adym-az and a; Aaz = —/aa?;
likewise,

(T 380 + bapas) - (O1m A az) = Va(—T}301m - ag + basdin - a').

Consequently,

a
bap(n) = \/ a(n) {bap(1 +om - a%) + (Oapn — [%30,m) - a3 + h.o.t.}.

1
There remains to find the linear term with respect to 1 in the expansion =

a(n)

1
—(1+--+). To this end, we note that

Va
det(A + H) = (det A)(1 +tr(A™"H) + o(H)),
with A := (aag) and A + H := (anp(n)). Hence
H =031 -a, +0,m a3+ ho.t,
since [ans(N) — aas]™ = 9pm - a4 + 0am - ag (Theorem 2.8-1). Therefore,
a(n) = det(aas(n)) = det(ang)(1 + 20,m - 2% + h.o.t.),

since A™! = (a®?); consequently,
1 —
Va(n)
Noting that there are no linear terms with respect to n in the product (1 — 9,71 -

a®)(1+4 9,m-a”), we find the announced expansion, viz.,

baﬁ(n) = baﬂ + (aaﬁn - Pgﬁaon) -az + h.o.t.

1
—(1 — 04m -a® + h.o.t.).
a

(iv) The components pas(n) can be also written as

Poeﬁ(ﬂ) = "M3lap — bgboﬁ% + bgnam + bgn‘r\a + bg|a777'7

where the functions nzjaz and bE|(l are defined as in the statement of the theorem.
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The Gauss and Weingarten equations, viz.,

Oqa" = —I'] a% + b a3,
Dpa® = —by,a’,
imply that
9om = (95mp — Thnr — bopns)a’ + (0ons + bon, )a®,
then that

Dapmn a3 = 0o {(9pno — Lhonr — bgonz)a® + (Opms + bgnf)a?’} - ag
= (970 — Thottr — bpon3)0ad” - a
+(apnz + (0abf)nr + 050ans)a’ - az + (a3 + bj1,)dad’ - a
= 03(9p10 — Thonr) — bobopns + Oapns + (0abj)nr + b30any,

since
Dpa” -az = (—I'7 a” +bJa%) - a3 = b7

Dpa3 - a3 = —by,a’ -az = 0.
We thus obtain
Paﬁ(TI) = (8aﬂ77 - Fgﬁaan) - ag
= b (010 — Uhonr) — babopns + Oapns + (Oabj)nr + b50an,
—T10.5(95m3 + bynyr)-

While this relation seemingly involves only the covariant derivatives nz,g and
No|, it may be easily rewritten so as to involve in addition the functions 7., and
bE|a' The stratagem simply consists in using the relation I';,b3n, — ', bn, = 0!
This gives

Pap(M) = (Oapnz — I'ag0onz) — bobopns
+bg(aﬁno - FEUUT) + bg(aan‘r - FZT%)
+(0abj + 5,05 — 8500 )1--
v) The functions b|, are symmetric with respect to the indices « and (3.
B
Again, because of the formulas of Gauss and Weingarten, we can write
0 = Oupa” — 0gad” = 0u (ff};ga" + bgas) — 05 (-Th,a% + bga?’)
= —(0ul'},)a” + T, 7, 2" — TG, bla% + (0,bp)a” — bibasa”
+(0plG)a% — T3, a" + Fggbga3 — (0gb%)a® + bl bs,a” .
Consequently,
0= (Oapa’ — 0paa”) - @’ = 9,b% — b, + T ,0% — T'j,07,

on the one hand. On the other hand, we immediately infer from the definition of
the functions bj|, that we also have

b5la = b4l = Oabh — Opbg + T'5,b5 — T,03,

and thus the proof is complete. ([l
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The functions p,g(n) are called the covariant components of the linearized
change of curvature tensor associated with a displacement n = n;a’ of the
surface S. The functions

M3jas = Oapns — Log0ons and bjla = 0abj + T'4,05 — Tg 50,

respectively represent a second-order covariant derivative of the vector field n;a’
and a first-order covariant derivative of the second fundamental form of S, defined
here by means of its mized components bs.

Remarks. (1) The functions b,z(n) are not always well defined (in order that
they be, the vectors a,(n) must be linearly independent in @), but the functions
pap(n) are always well defined.

(2) The symmetry pag(n) = pga(n) follows immediately by inspection of the
expression pag(n) = (Oapn — I'Y30,1m) - a3 found there. By contrast, deriving the
same symmetry from the other expression of p,g(n) requires proving first that the
covariant derivatives bg|a are themselves symmetric with respect to the indices «
and ( (cf. part (v) of the proof of Theorem 2.8-1). O

While the expression of the components pos(n) in terms of the covariant com-
ponents 7; of the displacement field is fairly complicated but well known (see, e.g.,
Koiter [60]), that in terms of 7 = m,a’ is remarkably simple but seems to have
been mostly ignored, although it already appeared in Bamberger [10]. Together
with the expression of the components v,4(n) in terms of 1 (Theorem 2.8-1), this
simpler expression was efficiently put to use by Blouza & Le Dret [13], who showed
that their principal merit is to afford the definition of the components v,5(n) and
pap(n) under substantially weaker regularity assumptions on the mapping 6.

More specifically, we were led to assume that 6 € C3(w; R3) in Theorem 2.8-2 in
order to insure that p,g(n) € L?*(w) if n = n;a’ with 1, € H'(w) and 13 € H?(w).
The culprits responsible for this regularity are the functions b[3|a appearing in the
functions p,g(n). Otherwise Blouza & Le Dret [13] have shown how this regularity
assumption on @ can be weakened if only the expressions of y,5(n) and pas(n) in
terms of the field  are considered.

We are now in a position to describe the linear Koiter shell equations. Let
Yo be a measurable subset of v = Jw that satisfies length~yy > 0, let 0, denote the
outer normal derivative operator along dw, and let the space V (w) be defined by

V(w):={n=mna'; na € H (w),n3 € H*(w),m; = dynz =0 on 7o }.

Then the displacement field (¢ = (fa’ of the middle surface S = 6(w) of the
shell (the covariant components ¢ are unknown) should be a stationary point over
the space V (w) of the functional j defined by

1

&3
im) =3 / {Eaaﬂ‘”%f(n)vaa(n) + ga‘w‘”pm(n)paﬁ(n)}\/&dy

- / P nivady

for all n = n;a’ € V(w). This functional j is called Koiter’s energy for a linearly
elastic shell.
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Equivalently, the vector field (¢ = (fa’ € V(w) should satisfy the variational
equations

J e 0n € raatn) + S o st}

= / poeniv/ady for all n = na’ € V(w).

We recall that the functions

aaﬂUT = %QQBGUT + Qu(aaaaﬁ‘r + aoc‘raﬁa)

denote the contravariant components of the shell elasticity tensor (A and u are the
Lamé constants of the elastic material constituting the shell), v,g(n) and pas(n)
denote the covariant components of the linearized change of metric, and change
of curvature, tensors associated with a displacement field n = n;a’ of S, and the
given functions p*¢ € L?(w) account for the applied forces. Finally, the boundary
conditions 7; = d,m3 = 0 on 7y express that the shell is clamped along the portion
0(vo0) of its middle surface (see Figure 2.4-1).

The choice of the function spaces H'(w) and H?(w) for the tangential compo-
nents 7, and normal components 73 of the displacement fields n = n;a’ is guided
by the natural requirement that the functions v,5(n) and pas(n) be both in L?(w),
so that the energy is in turn well defined for n € V(w). Otherwise these choices
can be weakened to accommodate shells whose middle surfaces have little regularity
(see Blouza & Le Dret [13]).

Remark. Koiter’s linear equations can be fully justified by means of an asymptotic
analysis of the “three-dimensional” equations of linearized elasticity as € — 0; see
Section 2.6. For more details, see Ciarlet [20, Chapter 7] and the references therein.

O

2.9. KORN’S INEQUALITIES ON A SURFACE

Our objective in the next sections is to study the existence and uniqueness of
the solution to the variational equations associated with the linear Koiter model.
To this end, we shall see (Theorem 2.10-1) that, under the assumptions 3\ 42y > 0
and g > 0, there exists a constant ¢, > 0 such that

3 ltasl? < cca®T(y)tortas
o,

for all y € @ and all symmetric matrices (to3). When lengthyy > 0, the existence
and uniqueness of a solution to this variational problem by means of the Laz-
Milgram lemma will then be a consequence of the existence of a constant ¢ such
that

1/2
{ZH%HHI )+ Inslle e }

1/2 )
< {an ||sz>+2|\paﬁ Mz} forallm=na € V(w).
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Such a key inequality is an instance of a Korn inequality on a surface. The
objective of this section is to establish such an inequality.

To begin with, we establish a Korn’s inequality on a surface, “without
boundary conditions”, as a consequence of the lemma of J.L. Lions (cf. Theorem
1.5-1). We follow here Ciarlet & Miara [33] (see also Bernadou, Ciarlet & Miara
12)).

Theorem 2.9-1. Let w be a domain in R? and let @ € C3(w;R3) be an injective
immersion. Given n = n;a’ with 1, € H*(w) and n3 € H(w), let

Yos(n) = {2 (O5m 80 + 0am - 5) } € L2(w),

pap(m) = {((%,677 LI '&3} € L*(w)

denote the covariant components of the linearized change of metric, and linearized
change of curvature, tensors associated with the displacement field n = n;a’ of the
surface S = 0(w). Then there exists a constant co = co(w, @) such that

1/2
{2 el oy + sl }

“ 1/2
< CO{ Z 10l 22wy + 1031150 ) + Z a7z + Z ||Paﬂ(77)||%2(w)}
o a,B a,B

for all n = n;a® with n, € HY(w) and n3 € H*(w).

Proof. The “fully explicit” expressions of the functions v,3(n) and pag(n), as found
in Theorems 2.8-1 and 2.8-2, are used in this proof, simply because they are more
convenient for its purposes.

(i) Define the space

W (w) := {n = ma’; 1, € L*(w),n3 € H' (w),
’Yaﬁ('n) € Lz(w)’ paﬁ(n) € L2(W)}~

Then, equipped with the norm H’”W(w) defined by

1/2
Inllww) == {Z ||770(||%2(w)+||773||%11(w)+z ||%¢ﬂ(77)\|%2(w)+z H%B(U)H%?(w)} ;
« a3 a,B

the space W (w) is a Hilbert space.

The relations “y,5(n) € L?(w)” and “pap(n) € L*(w)” appearing in the defini-
tion of the space W(w) are to be understood in the sense of distributions. They
mean that a vector field n = n;a’, with 7, € L*(w) and n3 € H'(w), belongs to
W (w) if there exist functions in L?(w), denoted vo5(n) and pas(n), such that for
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all ¢ € D(w),

/w Yas(n)p dy

1 o
- / {5(%8&@ +1a08p) + Lognosp + ba,anaw} dy,

/wl)aﬁ("?)@ dy = —/w {0an30p + 18305030 + b bopnse
+1:05(b30) + b3 e
+1:0a(bsp) + b5T om0

— (9abG + TL b5 — T 507 )00} dy.

Let there be given a Cauchy sequence (77’“),€:1 with elements n* = nFa’ €
W (w). The definition of the norm |-y () shows that there exist 1, € € L*(w)

ns € H' (W), Yap € L?(w), and pas € L?(w) such that

k
i

nk — e in L2(w), 1§ — ns in HY(w),
Yap(M*) = Yap in L2(w),  pap(M®) = pap in L?(w)

as k — oo. Given a function ¢ € D(w), letting k¥ — oo in the relations

/’yaﬁ(nk)@dw: ... and /paﬁ(nk)apdw:

then shows that vas = Ya3(n) and pag = pas(n).

o~ o~

(ii) The spaces W (w) and {n = n;a’; n, € H (w),n3 € H*(w)} coincide.
Clearly, {n = ma%; 1, € H'(w),n3 € H?>(w)} C W(w). To prove the other
inclusion, let n = n;a® € W (w). The relations

1
Saﬁ(n) = §(aa77ﬁ + aﬁna) = '704,8("7) + FZ,@% + ba,BUB

then imply that s.s(n) € L?(w) since the functions T'7; and baps are continuous on
w. Therefore,

oo € H™H(w),
aﬁ(aana) - {aﬁsao(n) + 8oSaﬁ(77) - 3a5ﬁa(77)} € Hil(w)v

since x € L?(w) implies d,x € H~!(w). Hence 9,1, € L*(w) by the lemma of J.L.
Lions (Theorem 1.5-1) and thus 7, € H!(w).

The definition of the functions p,g(n), the continuity over @ of the functions
75, 605,03, and 9,07, and the relations pas(n) € L?(w) then imply that dapm3 €
L?(w), hence that 3 € H?(w).

(iii) Korn’s inequality without boundary conditions.

The identity mapping ¢ from the space {n = n;a’; 1, € H'(w),n3 € H*(w)}
equipped with the norm n = n;a’ — {3 HnaHip(u}) + ||773||§{2(w)}1/2 into the space
W (w) equipped with || [lw () is injective, continuous, and surjective by (ii). Since
both spaces are complete (cf. (1)), the open mapping theorem then shows that the
inverse mapping ¢! is also continuous or equivalently, that the inequality of Korn’s

type without boundary conditions holds. (I

In order to establish a Korn’s inequality “with boundary conditions”, we have to
identify classes of boundary conditions to be imposed on the fields n = n;a’, with
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No € H'(w) and 13 € H?(w), in order that we can “get rid” of the norms |74 || £2(w)
and [[93|| g1 () in the right-hand side of the above inequality, i.e., situations where
the semi-norm

) 1/2
n=ma' = {3 Ihasm iz + Y leasmliiae) }
a,B

o,
becomes a norm, which should be in addition equivalent to the norm

n=ma = (D nalli w) + 0l ) 32

To this end, we need an infinitesimal rigid displacement lemma “on a surface”
(the adjective “infinitesimal” reminds that only the linearized parts y,5(n) and
pas(n) of the “full” change of metric and curvature tensors i (aas(n) — aqp) and
(bap(n) — bag) are required to vanish in w), which is due to Bernadou & Ciarlet
[11, Theorems 5.1-1 and 5.2-1]; see also Bernadou, Ciarlet & Miara [12, Lemmas
2.5 and 2.6] and Blouza & Le Dret [13, Theorem 6].

Part (a) in the next theorem is an infinitesimal rigid displacement lemma
on a surface, “without boundary conditions”, while part (b) is an infinitesi-
mal rigid displacement lemma on a surface, “with boundary conditions”.

Any proof of this theorem is, at least to some extent, delicate. The one given
here is not the shortest, but it is a natural one: It relies on the classical, and
much easier to prove, “three-dimensional infinitesimal rigid displacement lemma in
Cartesian coordinates” used in part (iii) of the next proof (a “direct” proof, such
as the one originally found by Bernadou & Ciarlet [11], is surprisingly “technical”).

In the next proof, the functions €;;(v) and e;;(v) are the Cartesian and co-
variant components of the “three-dimensional” linearized strain tensor respectively
associated with a displacement field 5;¢' : {Q}~ — R3 and a displacement field
vig' : @ — R the functions I'}; are the Christoffel symbols (of the second kind)

associated with the mapping ® : Q — {(AZ}’; finally, the functions v;; are the

a ll3
covariant derivatives of the vector field v;g’ : Q — R3. O

Theorem 2.9-2. Let there be given a domain w in R? and an injective immersion
0 € C3(w; R3).
(a) Let n = n;a’ with n, € H'(w) and n3 € H?(w) be such that
Yap(n) = pap(n) =0 in w.
Then there exist two vectors a,b € R® such that

n(y) =a+bA0(y) forall y € @.

(b) Let vo be a dy-measurable subset of v = Ow that satisfies lengthyy > 0 and
let a vector field n = n;a® with n, € H'(w) and n3 € H*(w) be such that

Yas(N) = pap(n) =0 in w and 7; = dynz = 0 on 7.
Then n =0 in w.
Proof. The proof is divided into five parts, numbered (i) to (v).
(i) In parts (i) to (iii), Q denotes a domain in R3 and © : Q — R3 denotes a

C2-diffeomorphism from Q onto its image ©(Q). Consequently, the three vectors
g,(x) := 0,0(x), where 0; = 9/0x;, are linearly independent at all points z =
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(z;) € © and the three vectors g(x) defined by g*(x)g;(z) = 6} are likewise linearly
independent at all points x € Q. Note also that g, € C1(Q;R?) and g* € C'(Q;R3).
Let €; degote the basis of R3, }\et 7; denote the Cartesian coordinates of a point
7 € R3 let 0; := 0/07;, and let Q := O(Q). With any vector field v = v;g' : Q —
R3 with v; € HY(Q), we then associate a vector field v = v;e' : {Q}~ — R3 by
letting
0i(2)e' = vi(2)g"(x) for all T = O(z), = € Q.
It is then clear that v; € H(Q).
We now show that, for all x € €,
0;0;(@) = (vryelg*lile’]y) (), T = ©(a),
where
vy|j = Ojv; — Thvp and T, = g7 - 9,9,
and
lg" (2))i == g"(2) - &
denotes the i-th component of g*(x) over the basis {€;,@s,€3}.

In what follows, the simultaneous appearance of  and z in an equality means
that they are related by = ©(x) and that the equality in question holds for all
x €.

Let ©(z) = ©F(2)&), and O(Z) = O(Z)e;, where © : Q) — R3 denotes the inverse
mapping of © : Q@ — R3. Since O(O(z)) = x for all x € Q, the chain rule shows that
the matrices VO(z) := (9;0%(z)) (the row index is k) and VO(Z) := (9,0 (%))
(the row index is 7) satisfy

VO (()Ve(z) =1,
or equivalently,
. oy - _ 0,0 (x) _
8,6 (2)0,0%(x) = (81@’(33) 8,01 (%) 83@1@)) 9;02(x) | = o
6j®3(:v)

The components of the above column vector being precisely those of the vector
g;(x), the components of the above row vector must be those of the vector g*(x)
since g‘(x) is uniquely defined for each exponent i by the three relations g'(z) -
g;(x) = 0%, j = 1,2,3. Hence the k-th component of g*(z) over the basis {€1,€,€3}

~

can be also expressed in terms of the inverse mapping ©, as:
9" (@) = 0,0 (@)

We next compute the derivatives 9,g%(x) (it is easily seen that the fields g? = ¢9"g,.
are of class C! on € since © is assumed to be of class C?). These derivatives will
be needed below for expressing the derivatives 0;u;(Z) as functions of « (recall that
1;(7) = uk(z)[g"(2)]:). Recalling that the vectors g*(z) form a basis, we may write
a priori

eg* (v) = —T}(x)g" (x),
thereby unambiguously defining functions I'f, : @ — R. To find their expressions
in terms of the mappings ® and ©, we observe that

L (@) =T, (2)d" =17, (2)g™ (z) - gp(x) = —0g"(x) - g1.(x).
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Hence, noting that 9¢(g?(z) - g, (z)) = 0 and [g9(x)], = 5,,(:)‘1(:?), we obtain
I (1) = 9°(x) - Dugp(x) = 0,07 (2)04 0" () = T (x).
Since © € C?(Q;R3) and Oc Cl(ﬁ;R?’) by assumption, the last relations show
that I'f, € C°(Q).
We are now in a position to compute the partial derivatives 0;v;(Z) as functions

of x, by means of the relation ;(Z) = vy (z)[g*(z)];. To this end, we first note that
a differentiable function w : 2 — R satisfies

0;w(©(%)) = dw(x)9;0" (F) = dw(x)[g" («));,
by the chain rule. In particular then,
0;0:(2) = 0;0(O(@)[g* (2)]i + vq(2);19"(O(@)));
= dyui(2)[g"(2));[g" ()i + vy () (elg? (2)]:) [g" ()]
= (Bpvn() — T (2)vg(2)) [g"(2)ilg" (2)];,

where
Oje(z) = Opug(z) — TG (2)vq(2),
and [gF(z)]; and T}, () are defined as above.

(i) With any vector field v = v;g" : Q — R3 with v; € H'(£2), we next associate
the functions e;;(v) € L*(Q) defined by

1 1
¢ij(v) := 5 (Vi +v55) = 5(9j0i + Bivg) — Ty,

and, with any vector field & = 0;6' : Q — R3 with 9; € H'(Q)) we associate the
functions €;;(v) € L*(Q) defined by

o~ 1~ .~
€i; (V) := §(ajvi + 0;v;).

If the fields v and © are related as in (i), it then immediately follows from (i)
that
€;;(v)(7) = (ekg(v)[gk]i[gé]j) (z) for all T = O(x), z € Q.

(iii) Let a vector field v = v;g* with v; € H*(Q) be such that
eij(v) =01in Q.
Then there exist two vectors a,b € R? such that the associated vector field v;g' is
of the form B
v(z) =a+bA0BO(x) for all x € Q.
Next, let T'g be a dT'-measurable subset of the boundary OS2 that satisfies areal'g >
0, and let a vector field v = v;g" with v; € H'(Q) be such that

eij(v) =0in Q and v =0 on I'y.

Then v =0 in €.
It follows from part (ii) that

ei;(v) =0 in Q implies €;;(¥) =0 in Q.
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Then the identity

o~ o~ ~ o~

0;(0x0;) = Ojei (V) + 5k3¢j () — 0;€jx(V) in D'((AZ)
further shows that
2,;(®) = 0 in Q implies J;(JD;) = 0 in D' (Q).
By a classical result from distribution theory (Schwartz [80, p. 60]), each function
v, is therefore a polynomial of degree < 1 in the variables Z;, since the set € is
connected. There thus exist constants a; and b;; such that
04(T) = a; + by;z; for all Z = (3;) € Q.

But €;;(v) = 0 also implies that b;; = —b;;. Hence there exist two vectors a,b € R3
such that (Z denotes the column vector with components Z;)

A\ A

b(z)e' =a+bAZ forall T €,
or equivalently, such that
vi(2)g'(z) =a+bAO(x) for all z € Q.

Since the set where such a vector field 7;€’ vanishes is always of zero area unless
a = b = 0 (asis easily proved; see, e.g., Ciarlet [18, Theorem 6.3-4]), the assumption
areal'g > 0 implies that v = 0.

(iv) We now let
Q:=wx (—80,60) 5
and we let the mapping © : Q — R3 be defined by
O(y, x3) := O(y) + z3a3(y) for all x = (z;) := (y,z3) € Q,
where £9 > 0 has been chosen in such a way that the mapping ® isaC 2_diffeomorphism
from ) into its image ©(Q) (Theorem 2.2-1). With any vector field n = n;a’ with
covariant components 0, in H'(w) and n3 in H?(w), let there be associated the
vector field v = v;g* defined on Q by

vi(y, x3)g' (v, x3) = ni(y)a' (y) — x3(0ans + b)) (y)a® (y)

for all (y,x3) € Q, where the vectors g* are defined by g g, = 5;
Then the covariant components v; of the vector field v;g* are in H'(Q) and the

corresponding functions e;j(v) € L*(Q) defined as in part (ii) are given by

eap(v) = Yap(n) — T3pa8(N)

2
r 7 T o1LT
+5 {880 (1) + B3par (1) — 2050570 ()},
eis(v) = 0.

Note that, as in the above expressions of the functions e,(v), the dependence
on x3 is explicit, but the dependence with respect to y € w is omitted, throughout
the proof. The explicit expressions of the functions v,3(7n) and pas(n) in terms of
the functions »; (Theorems 2.8-1 and 2.8-2) are used in this part of the proof.

To prove the above assertion, we proceed in two stages. First, given functions
Ne, Xo € HY (W) and ng € H?(w), let the vector field v = v;g* be defined on 0 by

vig' = mai + x3X,a%.
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Then the functions v; are in H'(Y). Besides, the functions e;;(v) defined as in
part (ii) are given by

1
eap(v) = {i(na\ﬁ + Tlma) - baa773}
I3 o -
+ 5 {Xais + Xsja = U101 — bsons) = U (1rja — barns) }

2
x (o T
+ 5 { — ¥ Xois — BjXria},

1
€a3 (v) = 5(2(& + 0ams + bZT)g),
633(’0) = 0,

where 1415 = Opna — Topne and Xyp = OpXy — I'] 3 X, designate the covariant
derivatives of the fields n;a’ and X;a® with X3 = 0.
To see this, we note that

Oqaz = —bJa,

by the formula of Weingarten (see Section 2.1). Hence, the vectors of the covariant
basis associated with the mapping ® = 0 + x3a3 are given by

g, = a, —r3bla, and g5 = as.
The assumed regularities of the functions n; and X, imply that
vi = (v;g’) - g; = (n;a’ + x3Xea®) - g, € H'(Q)

since g; € C'(Q). The announced expressions for the functions e;;(v) are then
obtained by simple computations, based on the relations v;; = {9;(vig®)} - g,

(part (1)) and ej;(v) = §(vi; +vz),)-
Second, we show that, when

Xoc - _(aan?; + bg/na)u

the functions e;j(v) above take the expressions announced in the statement of part
(iv).

We first note that X, € H'(w) (since bZ € C'(w)) and that e,3(v) = 0 when
Xoo = —(0ams + b9ne). It thus remains to find the explicit forms of the functions
eqp(v) in this case. Replacing the functions X, by their expressions and using the
symmetry relations b7 |3 = b3l (Theorem 2.8-2), we find that

%{Xaw + Xgja — b2 (olp = bgas) = b3 (Mrja — barna) }
= =310 — baNo|g = biNria — b5 o1 + b3bopns,
i.e., the factor of 3 in e,5(v) is equal to —p,3(n). Finally,
=03 X5 — b Xr|a
= b7 (n3180 + b7 57 + 037r18) + b (N3jar + b7 jale + bI70)a)
= b3 (ppo (M) = binirio + bibrons) + 05 (Par () = b37o)r + bZbor113)
= 03pp0 (M) + bpar(m) — 265576+ (0),

2
i.e., the factor of % in eqp(v) is indeed as announced.
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(v) Let the set Q = wx (—eg, g0) and let the vector field v = v;g* with v; € H*(Q
be defined as in part (iv). By part (iv), the assumption that v,3(n) = pas(n) =
in w implies that

)
0
€ij(’l)) =0in Q.

Therefore, by part (iii), there exist two vectors a,b € R? such that

vi(y, 3)g" (v, x3) = a+ b A {0(y) + zsas(y)} for all (y,z3) € Q.

Hence

ni(y)a' (y) = vi(y, 23)g9" (4, 23)|zs—0 = a+ b A O(y) for all y € B,

and part (a) of the theorem is established.

Let next 79 C v be such that length~yy > 0. If in addition 7; = 9,13 = 0 on 7y,
the functions x, = — (9473 + b%7,) vanish on 7, since 3 = 9,13 = 0 on 7y implies
Oam3 = 0 on 7g. Part (iv) then shows that

Vi = ('Ujgj) ‘9 = (Ujaj +a3X,a%) -g; =0on 'y := vy X [—€0,&0] -

Since areal'y > 0, part (iii) implies that v = 0 in , hence that 7 = 0 on @ and
part (b) of the theorem is established. O

We are now in a position to prove the announced Korn’s inequality on a
surface, “with boundary conditions”.

This inequality was first proved by Bernadou & Ciarlet [11]. It was later given
other proofs by Ciarlet & Miara [33] and Bernadou, Ciarlet & Miara [12]; then
by Akian [4] and Ciarlet & S. Mardare [32], who showed that it can be directly
derived from the three-dimensional Korn inequality in curvilinear coordinates (this
idea goes back to Destuynder [45]); then by Blouza & Le Dret [13], who showed
that it still holds under a less stringent smoothness assumption on the mapping 6.
We follow here the proof of Bernadou, Ciarlet & Miara [12].

Theorem 2.9-3. Let w be a domain in R%, let @ € C3(w;R3) be an injective
immersion, let vg be a dy-measurable subset of v = Ow that satisfies length~yy > 0,
and let the space V (w) be defined as:

V(w) = {n=mna'; na € H'(w),n; € H*(w),n; = dynz = 0 on y}.
Given n = n;a’ with n, € HY(w) and n3 € H*(w), let

1
Yas () = {5(05m - a0 + 0am - a5} € L*(w),

pas(m) = {(Gagm — T350,m) - 23} € 1*(w)

denote the covariant components of the linearized change of metric and linearized
change of curvature tensors associated with the displacement field n = m;a" of the
surface S = 0(w). Then there exists a constant ¢ = c(w, Yo, 0) such that

1/
{3 Il + sl <c{§j||m Mz + 3 lpast) 22 }
«

for allm = n;a* € V(w).

1/2
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Proof. Let the space V(w) = {n = na’; 5, € H'(w),n3 € H(w)} be equipped
with the norm

1/2
Il e ez 1= { D Ialfs oy + sy} -

If the announced inequality is false, there exists a sequence (fr]’“)i":1 of vector
fields n* € V' (w) such that

”nkHHl(w)le(w)xH?(w) =1 for all k,

. 1/2
Jin {3 ) By + X loas )2} =0
a,B .8

Since the sequence (n*)?2, is bounded in V (w), a subsequence (n”*))2 (o :

N — N is an increasing function) converges in V(w) by the Rellich-Kondrasov

theorem. Furthermore, each sequence (Y,5(n°™#))22, and (pas(n°™))52, also

converges in L?(w) (to 0, but this information is not used at this stage) since

. " . 1/2
lim {Z;ma(n Dl + 2 Ioast O3} =0

The subsequence (n"(k))i‘;l is thus a Cauchy sequence with respect to the norm

) 1/2
n=mna — { Z H’?aHQLQ(w)+||773||§{1(w)+2 H%B(TI)HQH(W)‘FZ |Pa,6(77)|2L2(w)} ;
o a,B B

hence with respect to the norm |[“[| ;1 ()% 11 () x 2 () BY Korn's inequality without
boundary conditions (Theorem 2.9-1).

The space V (w) being complete as a closed subspace of the space f/'(w)7 there

exists 7 € V' (w) such that

77" = nin V(w)

and the limit n satisfies
s () z2) = Jim_ as(m” )2 =0,
1oa ()20 = . [lpas(n” )22 = 0.
Hence 1 = 0 by Theorem 2.9-2. But this contradicts the relations
177 % || 1 () x B () x 20y = 1 for all & > 1,
and the proof is complete. O

If the mapping 0 is of the form 0(y1,y2) = (y1,y2,0) for all (y1,y2) € ©, the
inequality of Theorem 2.9-3 reduces to two distinct inequalities (obtained by letting
first n, = 0, then n3 = 0):

1/2
Insllmzy < e D 10upmslze) b
a,B

for all n3 € H?(w) satisfying n3 = d,m3 = 0 on vy, and

(S el ) < ef 32| @ne + 0ums)]
a a,B

2 1/2
L2(w)}
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for all n, € H'(w) satisfying 1, = 0 on 7g. The first inequality is a well-known
property of Sobolev spaces. The second inequality is the two-dimensional Korn
inequality in Cartesian coordinates. Both play a central role in the existence theory
for linear two-dimensional plate equations (see, e.g., Ciarlet [19, Theorems 1.5-1
and 1.5-2]).

As shown by Blouza & Le Dret [13], Le Dret [61], and Anicic, Le Dret & Raoult
[7], the regularity assumptions made on the mapping 6 and on the field 1 in both
the infinitesimal rigid displacement lemma and the Korn inequality on a surface of
Theorems 2.9-2 and 2.9-3 can be substantially weakened.

It is remarkable that, for specific geometries and boundary conditions, a Korn
inequality can be established that only involves the linearized change of metric ten-
sors. More specifically, Ciarlet & Lods [27] and Ciarlet & Sanchez-Palencia [35]
have established the following Korn inequality “on an elliptic surface”:

Let w be a domain in R? and let 8 € C>!(; R3) be an injective immersion with
the property that the surface S = 0(w) is elliptic, in the sense that all its points
are elliptic (this means that the Gaussian curvature is > 0 everywhere on S). Then
there exists a constant cpyr = cpyr(w, 0) > 0 such that

1/2 1/2
{2 el + Inslliec ) < enr{ 3 Inas e }
«@ a,B

for all n = n;a® with n, € H(w) and n3 € L*(w).

Remarks. (1) The norm |[|n3| z2(.) appearing in the left-hand side of the Korn
inequality on a “general” surface (Theorem 2.9-3) is now replaced by the norm
73]/ r2(w)- This replacement reflects that it is enough that n, € H'(w) and 13 €
L?(w) in order that v,5(n) € L*(w), where n = m;a’. As a result, no boundary
condition can be imposed on 7s.

(2) The Korn inequality on an elliptic surface was first established by Destuynder
[45, Theorems 6.1 and 6.5], under the additional assumption that the C°(@)-norms
of the Christoffel symbols are small enough. O

Only compact surfaces defined by a single injective immersion 8 € C3(@) have
been considered so far. By contrast, a compact surface S “without boundary” (such
as an ellipsoid or a torus) is defined by means of a finite number I > 2 of injective
immersions 0; € C3(w;), 1 <i < I, where the sets w; are domains in R?, in such a
way that S = J;c; 0i(w;). Asshown by S. Mardare [67], the Korn inequality “with-
out boundary conditions” (Theorem 2.9-1) and the infinitesimal rigid displacement
lemma on a surface “without boundary conditions” (Theorem 2.9-2) can be both
extended to such surfaces without boundary.

2.10. EXISTENCE, UNIQUENESS, AND REGULARITY OF THE SOLUTION TO THE
LINEAR KOITER SHELL MODEL

Let w be a domain in R2, let 7y be a measurable subset of v = dw that satisfies
length~yy > 0, let 0, denote the outer normal derivative operator along dw, let
0 € C3(w;R?) be an immersion, and let the space V (w) be defined by

V(w) == {n=na’; 1, € H'(w),n3 € H*(w); n; = 9z = 0 on 7o},
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where 7o is a dvy-measurable subset of v := Jw that satisfies length~yy > 0. Our
primary objective consists in showing that the bilinear form B : V(w) x V(w) — R
defined by

3
B = [ {0 0r(CPrantn) + S g Qpas(m) P ady

for all ({,n) € V(w) x V(w) is V (w)-elliptic.

As a preliminary, we establish the uniform positive-definiteness of the elasticity
tensor of the shell, given here by means of its contravariant components a®?°™
(note that the assumptions on the Lamé constants, viz., 3XA +2u > 0 and p > 0,
are weaker than those usually made for elastic materials).

Theorem 2.10-1. Let w be a domain in R?, let @ € C3(w;R3) be an injective
immersion, let a®” denote the contravariant components of the metric tensor of the
surface (), let the contravariant components of the two-dimensional elasticity
tensor of the shell be given by

4
aaﬂaf — ﬁaaﬁadﬂr + 2M(aaaaﬁ‘r + aaraﬁa)’

and assume that 3\ 4+ 2p > 0 and p > 0. Then there exists a constant c. =
Ce(w, 0, A, 1) >0 such that

D ltapl® < cea®7T(Y)tortas
a,B

for all y € W and all symmetric matrices (tag)-

Proof. In what follows, M? and S? respectively designate the set of all real matrices
of order two and the set of all real symmetric matrices of order two.

(i) To begin with, we establish a crucial inequality. Let x and p be two constants
satisfying x +p > 0 and pu > 0. Then there exists a constant v = v(x, ) > 0 such
that

ytr(BTB) < x(tr B)? + 2utr(BT B) for all B € M2,

If x > 0 and p > 0, this inequality holds with v = 2u. It thus remains to
consider the case where —p < xy < 0 and g > 0. Given any matrix B € M?, define
the matrix C € M? by

C =AB :=x(tr B)I + 2uB.
The linear mapping A : M? — M? defined in this fashion can be easily inverted if
x+u#0and p#0, as

B=A"'C=-—2

1
— X @)+ —C.
4u(x+u)( ) 2u

Noting that the bilinear mapping
(B,C)eM? xM? - B:C :=tr(B'C)
defines an inner product over the space M?, we thus obtain
x(tr B)? +2utr(B"B) = (AB): B=C : A™'C
X

=2  _(rC)’+ itr(CTC) >

1
—C: C
4p(x + 1) 2u T 2u
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for any B = A~'C € M? if —pu < x < 0 and g > 0. Since there clearly exists a
constant 3 = B(x, 1) > 0 such that

B:B<3C:C forall B=A"'C e M?

the announced inequality also holds if —u < x < 0 and g > 0, with v = (2u3)~!
in this case.

(ii) We next show that, for any y € @ and any nonzero symmetric matriz (tas),

a‘w”(y)tmtag > vao‘”(y)am(y)tmtag >0,

where v = y(x, 1) > 0 is the constant found in (i).
Given any y € @ and any symmetric matrix (fqg), let

A(y) = (a*’(y)) and T = (tagp),

let K(y) € S? be the unique square root of A(y) (i.e., the unique positive-definite
symmetric matrix that satisfies (K (y))? = A(y)), and let

B(y) = K(y)TK(y) € $*.

Then
1 2 2)\/J
— afoTt _ T : —
50 (Ytortas X(tr B(y)) + 2utr (B(y) B(y)) with x : 2

By the inequality established in part (i), there thus exists a constant a(\, u) > 0
such that

1

Lt 2 (507 1)

if x +p >0 and p > 0, or equivalently, if 3\ + 2 > 0 and p > 0.
(iii) Conclusion: Since the mapping

(4 (tap)) € K i= 0 x {(tap) € 8% Y [tasl? = 1} — a7 (49)a” (1)tortap,
a,B

is continuous and its domain of definition is compact, we infer that

0 =0(w;0):= inf a® (Y)aP" (Y)tortas > 0.
(w; 6) L (y)a”" (y)tortas
Hence
0 ltasl* < a® (1)a” (Y)tortas

a,B
and thus

D ltapl® < cca®™T(Y)tortas

o,
for all y € W and all symmetric matrices (tn5), with c. := (y6) L. O

Combined with Korn’s inequality “with boundary conditions” (Theorem 2.9-
3), the positive definiteness of the elasticity tensor leads to the existence of a weak
solution, i.e., a solution to the variational equations of the linear Koiter shell model.
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Theorem 2.10-2. Let w be a domain in R?, let vy be a subset of v = Ow with
lengthvy > 0, and let @ € C3(w;R3) be an injective immersion. Finally, let there
be given constants A and p that satisfy 3X + 2u > 0 and p > 0, and functions
p*€ € L™(w) for somer > 1 and p*° € L' (w).

Then there is one and only one solution (* = (fa’ to the variational problem:

¢CeV(w) ={n=mna’ n. € H(w),n3 € H*(w), 1 = dy13 = 0 on o},
3
oapoT £ € OL oT
[ {5 € o) + 57 (o)

= /pi’sni\/ady for all n = na’ € V(w),
where

A p
aaBUT — maaﬁaaT + QM(aO“’aﬁT + aom'aﬁa')’

1 o
Yap(M) = 5(9sm - aa + Jan - ag) and pap(n) = (Japn — I'gp0om) - a
The field ¢ € V(w) is also the unique solution to the minimization problem:

J(¢°) = el‘r;f( )3(77)

where
3

,7(77) = %/ {Eaaﬁa‘r')/ar(n)’)/aﬂ(n) + =

3 aaﬁm—f)or( )Pap(n )}\/_dy
—/pi’sm-\/&dy-

Proof. As a closed subspace of the space V(w) := {n = ma’; 1, € H'(w),n5 €

H?(w)} equipped with the hilbertian norm

1/2
Il e e = { 30 Ialdge + Il } s

the space V(w) is a Hilbert space. The assumptions made on the mapping 6
ensure in particular that the vector fields a; and a’ belong to C?(w; R?) and that
the functions a®%°7, I'Z s, and a are continuous on the compact set w. Hence the
bilinear form defined by the left-hand side of the variational equations is continuous
over the space V(w).

The continuous embeddings of the space H!(w) into the space L®(w) for any
s > 1 and of the space H?(w) into the space C°(@) show that the linear form
defined by the right-hand side is continuous over the same space.

Since the symmetric matrix (aqg(y)) is positive-definite for all y € @, there exists
ap such that a(y) > ag > 0 for all y € @.

Finally, the Korn inequality “with boundary conditions” (Theorem 2.9-3) and
the uniform positive definiteness of the elasticity tensor of the shell (Theorem 2.10-
1) together imply that

: e
min {e. 5 bei e vao (2 Inallfn ) + Il

< /w { ‘“"‘”%T(n)%w(n)+i

507 par () pas(m) }/a dy
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for all n = n;a* € V(w). Hence the bilinear form B is V (w)-elliptic.

The Lax-Milgram lemma then shows that the variational equations have one and
only one solution. Since the bilinear form is symmetric, this solution is also the
unique solution of the minimization problem stated in the theorem. [

The above existence and uniqueness result applies to linearized pure displacement
and displacement-traction problems, i.e., those that correspond to length~yy > O.

We next derive the boundary value problem that is, at least formally, equivalent
to the variational equations of Theorem 2.10-2. In what follows, v1 := v \ Y0, (V&)
is the unit outer normal vector along v, 7 := —vg, 7o 1= 14, and 9, X = Ta0nX
denotes the tangential derivative of x in the direction of the vector (74).

Theorem 2.10-3. Let w be a domain in R? and let @ € C3(w;R?) be an injective
immersion. Assume that the boundary v of w and the functions p*° are smooth
enough. If the solution (° = (fa’ to the variational equations found in Theorem
2.10-2 is smooth enough, then ¢ is also a solution to the following boundary value
problem:

mag\ag — bgbogmo‘ﬁ — baﬁnag =p>

(1 + b g — b (m]g) = p in w,
¢; = 0,¢3 =0 on 7,

B8

€ in w,

m*vavg =0 on v,
(maﬁ\a)yﬁ + 8T(m°‘51/a7'5) =0 on 71,
(1 + 22m™ )y = 0 on 1,
where 3
n* = a7, (¢°) and m*” = %aaﬁmpar(CE)7

and, for an arbitrary tensor field with smooth enough covariant components t*° :
w—R,
1985 := Ot + TG 177 + 10 17,
tap = 0a(t*|5) + T3 (1%]5).

Proof. For simplicity, we give the proof only in the case where vy = 7, i.e., when
the space V' (w) of Theorem 2.10-2 reduces to

V(w) = {n =na’; na € Hy(w),ns € H(w)}.
The extension to the case where lengthy; > 0 is straightforward.

In what follows, we assume that the solution ¢° is “smooth enough” in the sense
that n®? € H'(w) and m*? € H?(w).

(i) We first establish the relations
Oa/a = /al'?,,.

Let A denote the matrix of order three with aq, as, az as its column vectors, so that
va = det A (see part (i) of the proof of Theorem 2.10-2). Consequently,

Oav/a = det(0ya1, ag,a3) + det(ag, d,az,a3) + det(ag, as, dyas)
= (F%a + F%a + Fga) det(alaa27a3) = \/EFga
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since dpap = I'G,a, + bapas (see Section 2.1).

(ii) Using the Green formula in Sobolev spaces (see, e.g., Necas [73]) and as-
suming that the functions n®® = n% are in H'(w), we first transform the first
integral appearing in the left-hand side of the variational equations. This gives, for

all n = n;a’ with 7, € Hg(w) and n3 € L?(w), hence a fortiori for all n = n;a* with
Ne € HY(w) and 13 € HZ(w),

/ a®? Y57 (C)Yap(n)Vady = / 1 yap(m)Vady
af 1 o
= . \/an (5(35% + aaﬂ,@) - Faﬁno - baﬁni’)) dy

= / \/571”‘38/377& dy — / \/Eno‘ﬁFgﬂn,, dy — / \/anaﬁbagng dy

_/ aﬁ (\/Enaﬁ)na dy — / \/anaﬁrgﬁno dy — / \/anaﬁbaﬁ% dy

—/ Va(9sn®? + FﬂﬁnTﬁ + Fng‘”)na dy — / Van®Pbasns dy
w w

—/ \/5{ (n*8)5) 1m0 + baﬁﬂagﬂs} dy.

(iii) We then likewise transform the second integral appearing in the left-hand
side of the variational equations, viz.,

1
g/ a®®" por(C¥)pap(n )fdy—/maﬁpaﬂ(n)\/ﬁdy
_ / Vam® a5 dy

/ Vam® (2050511, — T%500113) dy

/\/_m Qbﬂ a'rn<7+b ‘oﬂ?a _bgbUﬂn?)) dy7

for all p = m;a’ with 1, € Hl(w) and 3 € HZ(w). Using the symmetry m®? = mf®,
the relation dgv/a = /aT'§, (cf. part (i)), and the same Green formula as in part
(ii), we obtain

[ pastmvady = = [ Va@um® 4 T5,m® 4 Tme o dy
+2/ \/_ma’@b 0gne dy

/ Vam® B (25T, 1y + Wl — Wlbass) dy.
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The same Green formula further shows that

- / Va(@5m®” +Tf,m*” + Tg3m7)0ans dy
B _/ Va(m®?|3)danz dy = / Oa(v/am®?|g)ns dy
/ Va(m®’|ap)ns dy,

2 / Vam®’b0sn, dy = —2 / Va{ds(0Zm*?) + Tj,65m* }n, dy.

Consequently,

/ m* pag(n)Vady = / Va{ = 2065m7)|s + (blo)m” Y1 dy

+ / \/E{mo‘ﬂhg - bgbogmaﬁ}ng dy.
Using in this relation the easily verified formula
(bgm™?)|g = (b3lo)m” + b5 (m*7|5)

and the symmetry relations b§|, = b5|s (Theorem 2.8-2), we finally obtain
[ pastmvady = [ Vaf@gme)]s + b m°)0) b dy

- / Va{bobsm™® —m®| 5103 dy.

(iv) By parts (ii) and (iii), the variational equations
afoT 1 afot i€
(a2 100 (€ V) + 50 por (€ ) = 0} ady =0
imply that

[ Valm® - rmo -+ b)) + 5 b dy
+/ Va{bagn® + b%begm® —m®P| o5+ p>}nsdy = 0
w

for all n = m;a’ with , € H}(w) and n3 € H3(w). The announced partial differen-
tial equations are thus satisfied in w. ([l

The functions
na,@ _ gaaﬁa‘r,_yoT(CE)
are the contravariant components of the linearized stress resultant tensor
field inside the shell, and the functions

3

£
maﬁ — 3aoz[‘kf‘rp(ﬂ_(Ca)

are the contravariant components of the linearized stress couple, or lin-
earized bending moment, tensor field inside the shell.
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The functions
105 = 0pt*? + T, 177 + T 127,
t*Fap = 0a(t*?|5) + T, (| ),

which have naturally appeared in the course of the proof of Theorem 2.10-3, consti-
tute examples of first-order, and second order, covariant derivatives of a tensor field
defined on a surface, here by means of its contravariant components t*% : @ — R.

Finally, we state a reqularity result that provides an instance where the weak
solution, viz., the solution of the variational equations, is also a classical solution,
viz., a solution of the associated boundary value problem. The proof of this result,
which is due to Alexandrescu [5], is long and delicate and for this reason is only
briefly sketched here.

Theorem 2.10-4. Let w be a domain in R? with boundary v and let 8 : w — R3
be an injective immersion. Assume that, for some integer m > 0 and some real
number ¢ > 1, v is of class C™t*, 8 € C™T4(w;R?), p* € Wmthi(w), and
p>€ € W™4(w). Finally, assume that vo = . Then the weak solution ¢ = (fa’
found in Theorem 2.10-2 satisfies

¢ e Wm+3’q(w) and (5 € Wm+4’q(w).

Sketch of proof. To begin with, assume that the boundary = is of class C* and
the mapping 0 belongs to the space C*(w; R?).

One first verifies that the linear system of partial differential equations found in
Theorem 2.10-3 (which is of the third order with respect to the unknowns ¢S and of
the fourth order with respect to the unknown (§) is uniformly elliptic and satisfies
the supplementing condition on L and the complementing boundary conditions, in
the sense of Agmon, Douglis & Nirenberg [3].

One then verifies that the same system is also strongly elliptic in the sense of
Necas [73, p. 185]. A regularity result of Necas [73, Lemma 3.2, p. 260] then
shows that the weak solution ¢° = (fa’ found in Theorem 2.10-2, with components
(¢ € H}(w) and (§ € H3(w) since 79 = v by assumption, satisfies

¢¢ € H3(w) and ¢§ € H*(w)
if p*¢ € HY(w) and p3° € L?(w).

A result of Geymonat [51, Theorem 3.5] about the index of the associated linear

operator then implies that
¢ e WS’q(w) and (5 € W4’q(w)
if p*¢ € Wh4(w) and p*¢ € L(w) for some ¢ > 1.

Assume finally that, for some integer m > 1 and some real number ¢ > 1, ~ is
of class C"™** and 0 € C™**(w;R?). Then a regularity result of Agmon, Douglis &
Nirenberg [3] implies that

¢, € W4 (w) and ¢§ € W™ (w).
if p* € WmHhd(w) and p*° € W™9(w). O
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