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Abstract

We first show how the displacement-traction problem of nonlinear three-dimensional elastic-
ity can be recast either as a boundary value problem or as a minimization problem over a Banach
manifold, where the unknown is the Cauchy-Green strain tensor instead of the deformation as
is customary. We then consider the pure displacement problem, and we show that, under ap-
propriate smoothness assumptions on the data, either problem recast in this fashion possesses at
least a solution if the applied forces are sufficiently small and the stored energy function satis-
fies specific hypotheses. In particular, the minimization problem provides an example where the
functional is not coercive.

Résumé

On montre d’abord comment le problème en déplacement-traction de l’élasticité non linéaire
tri-dimensionnelle peut être ré-écrit soit comme un problème aux limites, soit comme un problème
de minimisation sur une variété de Banach, où l’inconnue est le tenseur des déformations de
Cauchy-Green au lieu de la déformation comme il est usuel. On considère ensuite le problème
en déplacement pur et nous montrons que, sous des hypothèses appropriées de régularité sur les
données, chacun de ces problèmes ainsi ré-écrits possède au moins une solution si les forces ap-
pliquées sont suffisamment petites et si la densité d’énergie satisfait des hypothèses spécifiques.
En particulier, le problème de minimisation constitue un exemple où la fonctionnelle n’est pas
coercive.
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1. Introduction

In what follows, Ω denotes a bounded open subset of R3 with a smooth enough boundary,
and Γ0 denotes a relatively open subset of Γ = ∂Ω.
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The principal aim of elasticity theory is to predict the stress field and the deformation field
arising in an elastic body in response to given forces. Such a prediction is made either by solving
a system of partial differential equations, or by minimizing a functional representing the total
energy of the elastic body. At each point x of the reference configuration Ω ⊂ R3 of an elastic
body, the second Piola-Kirchhoff stress tensor Σ(x) is a function of the gradient ∇ϕ(x) of the
deformation field ϕ : Ω→ R3 by means of a constitutive equation of the form

Σ(x) = Σ̂(x,∇ϕ(x)),

where Σ̂ is a given response function that characterizes the elastic material.
The relation above shows that the deformation ϕ can be considered as the single primary

unknown, the stress field Σ being then recovered by means of the above constitutive equation.
This observation, which is the basis of the classical approach, led to the only two existence
theorems known as of now in nonlinear elasticity, one based on the implicit function theorem,
and one, due to John Ball, based on the minimisation of the total energy (these results are briefly
recalled in Section 5).

Another approach, called the intrinsic approach, is slowly coming out of age, however, after
it was (apparently for the first time) suggested by Antman [2]. This new approach is based on
the following two observations. Because of the principle of material frame-indifference, the
stress tensor Σ(x) depends on the deformation ϕ in fact only via its associated Cauchy-Green
tensor field C = ∇ϕT∇ϕ. In other words, there exists another response function Σ̃ such that the
following constitutive equation holds:

Σ(x) = Σ̃(x,C(x)) at each point x ∈ Ω.

The second observation is provided by a well-known theorem asserting that the deformation ϕ
can be recovered (up to a rigid body motion) from the tensor field C provided the latter field
satisfies specific compatibility conditions. Therefore the tensor field C can also be considered as
the primary unknown in elasticity theory, since both the stress field Σ and the deformation ϕ are
functions of C. This is the basis of the intrinsic approach.

Note that an intrinsic approach also directly provides, by means of the constitutive equation,
the stress tensor field Σ, which is often the unknown of primary interest from the mechanical and
computational viewpoints.

The main objective of this paper is to provide new existence, uniqueness, and regularity the-
orems for the equations of intrinsic nonlinear three-dimensional elasticity, i.e., when the primary
unknown is the field C.

In order to recast the displacement-traction problem of nonlinear elasticity, i.e., with a bound-
ary condition ϕ = id on Γ0 imposed on the admissible deformations, in terms of the Cauchy-
Green tensor C as the primary unknown instead of the deformation ϕ as in the classical approach,
we need to characterize those matrix fields that can be considered as Cauchy-Green tensors con-
structed from deformations that are admissible for the displacement-traction problem.

More specifically, we show (Theorem 2.2) that the set of admissible Cauchy-Green strain
tensors that is appropriate for our purposes take the following form (all the relevant definitions
and notations not defined here are defined in Section 2):

T(Ω) = {C ∈ W2,s(Ω; S3); C(x) ∈ S3
> for all x ∈ Ω, Rp

·i jk(C) = 0 in Ls(Ω),

Ax(C) = Ax(I) and Bx(C) = Bx(I) on TxΓ0 × TxΓ0}
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where s is any real number that satisfies s > 3/2, the functions Rp
·i jk(C) are the components of the

Riemann tensor, and the boundary condition along Γ0 express that the two fundamental forms
of the surface Γ0 and of the corresponding deformed surface are the same (this is the way the
boundary condition ϕ = id on Γ0 is expressed in the intrinsic approach).

We then continue our analysis by showing that, when Γ0 = Γ, the set T(Ω) is a Banach
manifold of class C∞ in the space W2,s(Ω; S3) (Theorem 4.1). To this end, we proceed along the
same lines as in C. Mardare [12].

The pure displacement problem of three-dimensional nonlinear elasticity classically takes the
form

−div {∇ϕΣ̃(·,∇ϕT
∇ϕ)} = f in Ω and ϕ = id on Γ.

We then show that the intrinsic formulation of the same problem consists in seeking a tensor field
C ∈ T(Ω) that satisfies

−div {∇G(C)Σ̃(·,C)} = f in Ω,

where G is an ad hoc C∞-diffeomorphism from the set T(Ω) onto the set

{ϕ ∈ W3,s(Ω; R3); inf
x∈Ω

det∇ϕ(x) > 0, ϕ = id on Γ}

(cf. Theorem 3.1, where the displacement-traction problem is also considered). We next show
(Theorem 6.1) that this pure displacement problem has a unique solution in a neighborhood of
the identity in the Banach manifold T(Ω) if the applied force density is sufficiently small in the
space W1,s(Ω; R3). The proof makes an essential use of the implicit function theorem in a Banach
manifold, in the form given in Abraham, Marsden & Ratiu [1].

We assume next that the elastic material is hyperelastic, with a stored energy function W̃ of
the form proposed by Ciarlet & Geymonat [8]. We then show that the intrinsic formulation of
the associated minimization problem, which consists in seeking a tensor field C0 ∈ T(Ω) that
satisfies

I(C0) = inf
C∈T(Ω)

I(C), where I(C) =

∫
Ω

W̃(·,C)dx −
∫

Ω

f · G(C)dx,

has a unique solution, again in a neighborhood of the identity in the Banach manifold T(Ω) if
the applied force density is small enough in the space W1,s(Ω; R3) (Theorem 7.3). The proof
relies in particular on the comparison, due to Zhang [16], between the minimizers found in the
fundamental existence theorem of Ball [3] for the classical approach and the solution found by
the implicit function theorem, also applied to the classical approach.

It is worth noticing that the minimization problem solved here in the intrinsic approach pro-
vides an example where the functional, which is defined on a Banach manifold, is not coercive.

2. The set of admissible Cauchy-Green tensor fields

Throughout this paper, Ω denotes a bounded, simply-connected, open subset of R3, with a
boundary Γ := ∂Ω of class C4, Γ0 denotes a non-empty, connected, relatively open subset of Γ,
Γ1 := Γ \ Γ0, and s > 3/2 is a real number.

The notation M3, M3
+, S3, S3

>, O3, and O3
+ respectively designate the space of all square ma-

trices of order three, the set of all matrices F ∈M3 such that det F > 0, the space of all symmetric
matrices of order three, the set of all positive-definite symmetric matrices of order three, the set
of all orthogonal matrices of order three, and the set of all proper orthogonal matrices of order
three. Latin indices and exponents take their values in the set {1, 2, 3} and Greek indices and
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exponents take their values in the set {1, 2}, and the summation convention for repeated indices
and exponents is used in conjunction with these rules.

A deformation of an elastic body with Ω as its reference configuration is a smooth enough
mapping ϕ : Ω → R3 that is orientation preserving (i.e., det∇ϕ(x) > 0 for all x ∈ Ω) and
injective on the open set Ω (i.e., no interpenetration of matter occurs). For the displacement-
traction problem, a deformation ϕ is called admissible if ϕ(x) = x for all x ∈ Γ0, which means
that the body is kept fixed on a portion Γ0 of its boundary Γ (a more general boundary condition
of the type ϕ(x) = ϕ0(x) for all x ∈ Γ0, where ϕ0 : Γ0 → R3 is the trace on Γ0 of a given function
in W3,s(Ω; R3) could be as well considered).

The set of admissible deformations that is best suited for our subsequent purposes turns out
to be

D(Ω) := {ϕ ∈ W3,s(Ω; R3); inf
x∈Ω

det∇ϕ(x) > 0, ϕ = id on Γ0}, (1)

for some s > 3/2. Note that W3,s(Ω; R3) ⊂ W2,2s(Ω; R3) ⊂ C1(Ω; R3) and that the space W2,s(Ω)
is in fact an algebra since Ω is a three-dimensional domain and 2s > 3. Note also that the require-
ment that ϕ be injective in Ω has been dropped from the definition of D(Ω), as the injectivity is
an issue that needs to be treated separately (see Remarks 6.2 and 7.4).

Remark 2.1. The condition infx∈Ω det∇ϕ(x) > 0 appearing in (1) simply means that any ad-
missible deformation is orientation preserving in Ω (naturally, infx∈Ω det∇ϕ(x) depends on ϕ).

�

With any deformation ϕ ∈ D(Ω), we associate the Cauchy-Green tensor C, the Christoffel
symbols Γk

i j, and the mixed components Rp
·i jk(C) of the Riemann tensor field, by letting

C = ∇ϕT
∇ϕ, gi j = (C)i j, gk` := (C−1)kl,

Γk
i j :=

1
2

gk`
(∂g j`

∂xi
+
∂g`i
∂x j
−
∂gi j

∂x`

)
,

Rp
·i jk(C) :=

∂Γ
p
ik

∂x j
−
∂Γ

p
i j

∂xk
+ Γ`ikΓ

p
j` − Γ`i jΓ

p
k`.

Note that C ∈ W2,s(Ω; S3), Γk
i j ∈ W1,s(Ω), and Rp

·i jk ∈ Ls(Ω).
The corresponding set of admissible Cauchy-Green tensors is then naturally defined as the

image
T(Ω) := F (D(Ω))

through the mapping

F : ϕ ∈ W3,s(Ω; R3)→ F (ϕ) := ∇ϕT
∇ϕ ∈ W2,s(Ω; S3).

Our first goal is to characterize the set T(Ω) without resorting to the mapping F .
First, since W2,s(Ω; R3) ⊂ C0(Ω; R3), every matrix field C ∈ T(Ω) is continuous over Ω; this

means that each equivalence class C contains one and only one matrix field that is continuous
over Ω. Hence the matrix C(x) is positive definite at all x ∈ Ω. Next, it is well known that the
matrix field C necessarily satisfies the equations

Rp
·i jk(C) = 0 in Ls(Ω).
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It thus remains to recast the boundary condition ϕ = id on Γ0 in terms of the matrix field C. To
this end, we will use the fundamental theorem of surface theory, which asserts that a sufficiently
regular surface is uniquely determined up to a rigid motion of R3 by its two fundamental forms.
More specifically, we will use the “optimal” version of this theorem due to S. Mardare [14,
Theorem 9], where it is shown that the minimal regularity of the immersion that defines the
surface is W2,p

loc , p > 2.
Since, when viewed as surface tensors, the fundamental forms are intrinsic, i.e., they are

independent of the choice of the immersion defining the surface, the condition ϕ(x) = x for all
x ∈ Γ0 is equivalent, up to a rigid motion of R3, to the condition that the two fundamental forms
defined by the immersion ϕ|Γ0 coincide with the two fundamental forms defined by the immersion
id|Γ0 . Note that these immersions satisfy the hypotheses of [14, Theorem 9] since they belong to
the space W3−1/s,s(Γ0; R3), which, by virtue of the assumption s > 3/2, is contained in the space
W2,p(Γ0; R3) for some p > 2, by the Sobolev embedding theorem. Thus, to achieve our goal, it
remains to express the fundamental forms of ϕ|Γ0 and id|Γ0 in terms of the matrix fields C and I,
respectively.

It is well known (see, e.g., [5]) that the first and second fundamental forms induced by the
immersion ϕ|Γ0 at a point x ∈ Γ0 of the surface Γ0 are the restrictions to the space TxΓ0 × TxΓ0 of
the bilinear forms

Ax(C) : (a, b) ∈ R3 × R3 7→ aT C(x)b ∈ R

and
Bx(C) : (a, b) ∈ R3 × R3 7→ −

1
2

aT (Ln(C)C)(x)b ∈ R,

respectively, where TxΓ0 denotes the tangent space of Γ0 at x ∈ Γ0, L denotes the Lie derivative,
and n(C) is a C1-extension in a neighborhood of Γ0 of a vector field that is unit and normal to
the surface Γ0 with respect to the metric in R3 induced by the field C. In other words, the vector
field n(C) is defined at x ∈ Γ0 by the relations

aT C(x)n(C)(x) = 0 for all a ∈ TxS and n(C)(x)T C(x)n(C)(x) = 1.

To fix the sign of the second fundamental form, we choose n(C) pointing towards the inside of
Ω. Note that the above expression of the second fundamental form does not depend on the choice
of the extension n(C).

Consequently, up to a rigid motion of R3, the boundary condition ϕ = id on Γ0 is equivalent
to the relation

Ax(C) = Ax(I) and Bx(C) = Bx(I) on TxΓ0 × TxΓ0 for all x ∈ Γ0.

As we will show elsewhere [10], using local curvilinear systems for defining the surface Γ0
allows to re-write the boundary conditions as explicit expressions in terms of the components of
the tensor field C (the assumption that Γ is of class C4 is needed here).

We are now in a position to characterize those matrix fields that are Cauchy-Green tensors
induced by those deformations that are admissible for the displacement-traction problem of non-
linear elasticity.

Theorem 2.2. The set of admissible Cauchy-Green tensors

T(Ω) := F (D(Ω))
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is also given by

T(Ω) = {C ∈ W2,s(Ω; S3); C(x) ∈ S3
> for all x ∈ Ω, Rp

·i jk(C) = 0 in Ls(Ω),

Ax(C) = Ax(I) and Bx(C) = Bx(I) on TxΓ0 × TxΓ0 for all x ∈ Γ0}.
(2)

Besides, the mapping F is a homeomorphism from D(Ω) onto its image T(Ω).

P. (i) That the set F (D(Ω)) is contained in the set appearing in the right-hand side of the
relation (2) is a consequence of the above considerations.

To prove the other inclusion, let a matrix field C belong to the set defined by the right-hand
side of (2). Since Ω is simply-connected and W2,s(Ω; S3) ⊂ W1,p(Ω; S3) for some p > 3, a gener-
alization due to S. Mardare [13, 15] of the fundamental theorem of Riemannian geometry for an
open subset in Rn shows that there exists a vector field ϕ ∈ W2,p

loc (Ω; R3) such that ∇ϕT∇ϕ = C
in Ω.

Moreover, such a field ϕ is unique up to rigid body motions: a mapping ϕ̃ ∈ W2,p
loc (Ω; R3)

satisfies ∇ϕ̃T∇ϕ̃ = C in Ω if and only if there exist a vector a ∈ R3 and an orthogonal matrix
Q ∈ O3 such that ϕ̃(x) = a + Qϕ(x) at all x ∈ Ω.

The vector field ϕ belongs in fact to the space W3,s(Ω; R3). To see this, note that the Sobolev
embedding theorem implies that C ∈ C0(Ω; S3) since s > 3/2. Since

|∇ϕ|2 = tr(∇ϕT
∇ϕ) = tr C and tr C ∈ L∞(Ω),

it follows that ∇ϕ ∈ L∞(Ω; M3). Combined with the equations

∂2ϕ

∂xi∂x j
= Γk

i j
∂ϕ

∂xk

(which are consequences of the equation ∇ϕT∇ϕ = C), and with the relations Γk
i j ∈ W1,s(Ω) ⊂

L2s(Ω), this implies that
∂2ϕ

∂xi∂x j
∈ L2s(Ω). Since the set Ω is bounded and has a sufficiently

smooth boundary, this implies in turn that ϕ ∈ W2,2s(Ω; R3). Using now the equations

∂3ϕ

∂xi∂x j∂x`
=
∂Γk

i j

∂x`

∂ϕ

∂xk
+ Γk

i j
∂2ϕ

∂xk∂x`

and the relations Γk
i j ∈ W1,s(Ω) ⊂ L2s(Ω), we infer that

∂3ϕ

∂xi∂x j∂x`
∈ Ls(Ω; R3); hence ϕ ∈

W3,s(Ω; R3).
Since ϕ ∈ C1(Ω; R3) (by the Sobolev embedding theorem) and

(∇ϕT
∇ϕ)(x) = C(x) ∈ S3

> for all x ∈ Ω,

the vector field ϕ satisfies either infx∈Ω ∇ϕ(x) > 0 for all x ∈ Ω, or infx∈Ω ∇ϕ(x) < 0 for all x ∈ Ω.
Since ϕ is defined up to a rigid body motion in R3, we may choose ϕ to satisfy the condition

inf
x∈Ω
∇ϕ(x) > 0 for all x ∈ Ω.

The restriction ϕ|Γ0 belongs to the space W3−1/s,s(Γ0; R3). Hence the Sobolev embedding
theorem implies that ϕ|Γ0 ∈ W2,p(Γ0; R3) for some p > 2. The relations Ax(C) = Ax(I) and
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Bx(C) = Bx(I) on TxΓ0 × TxΓ0 for all x ∈ Γ0 satisfied by C means that the first and second
fundamental forms associated with the immersion ϕ|Γ0 coincide respectively with the first and
second fundamental forms associated with the immersion id|Γ0 . Since both immersions belong
to the space W2,p(Γ0; R3) and since Γ0 is connected, the uniqueness part of the fundamental
theorem of surface theory in its generalized form due to S. Mardare [14, Theorem 9] shows that
there exist a vector a ∈ R3 and a proper orthogonal matrix Q such that x = a + Qϕ(x) at all
x ∈ Γ0.

The above arguments show that the vector field ϕ̃ : Ω → R3 defined by ϕ̃(x) = a + Qϕ(x) at
all x ∈ Ω belongs to the set D(Ω) and ∇ϕ̃T∇ϕ̃ = C in Ω.

(ii) The mapping F is a homeomorphism from D(Ω) onto its image T(Ω) = F (D(Ω)). We
need to prove that the mapping F |D(Ω) is injective, continuous, and that its inverse G : T(Ω) →
W3,s(Ω; R3) is also continuous.

If two fields ϕ, ϕ̃ ∈ D(Ω) satisfy ∇ϕ̃T∇ϕ̃ = ∇ϕT∇ϕ, then there exist a vector a ∈ R3 and a
proper orthogonal matrix Q ∈ O3

+ such that ϕ̃(x) = a + Qϕ(x) for all x ∈ Ω (cf. [13, 15]). Then
the boundary conditions ϕ̃(x) = ϕ(x) = x for all x ∈ Γ0 imply that a = 0 and Q = 0. Hence the
mapping F |D(Ω) is injective.

The mapping F |D(Ω) is continuous thanks to the Sobolev embedding theorem.
It remains to prove that its inverse is also continuous. First, an argument similar to that used

in Ciarlet & C. Mardare [9] (where different function spaces were used) shows that, given any
tensor field C = F (ϕ) ∈ T(Ω), there exist constants c0, δ > 0 such that

inf
a∈R3,Q∈O3

+

‖ϕ̃ − (a + Qϕ)‖W3,s(Ω) ≤ c0‖C̃ − C‖W2,s(Ω)

for all C̃ = F (ϕ̃) ∈ T(Ω) satisfying ‖C̃ − C‖W2,s(Ω) < δ. The set O3
+ being compact and the space

R3 finite-dimensional, the infimum is attained at some vector ã ∈ R3 and matrix Q̃ ∈ O3
+ that

depend on ϕ̃. Combined with the above inequality and with the Sobolev embedding theorem,
this implies that

‖ϕ̃ − (ã + Q̃ϕ)‖C0(Ω) ≤ c0‖C̃ − C‖W2,s(Ω).

Using now the boundary condition ϕ̃(x) = ϕ(x) = x for all x ∈ Γ0, we infer from the above
inequality that, in particular,

|ã + (Q̃ − I)x| ≤ c0‖C̃ − C‖W2,s(Ω) for all x ∈ Γ0,

where | · | denotes the Euclidean norm in R3. Let three points x0, x1, x2 in Γ0 be such that the
vectors (x1 − x0) and (x2 − x0) are linearly independent. Then the previous inequality shows that

|ã + (Q̃ − I)x0| ≤ c0‖C̃ − C‖W2,s(Ω)

and
|(Q̃ − I)(x1 − x0)| + |(Q̃ − I)(x2 − x0)| ≤ 4c0‖C̃ − C‖W2,s(Ω).

The last inequality implies that there exists a constant c1, depending only on the constant c0
and on the points x0, x1, x2, such that

|(Q̃ − I)b| ≤ c1‖C̃ − C‖W2,s(Ω)

for all unit vector b in the plane H spanned by the vectors (x1 − x0) and (x2 − x0). Let c ∈ R3

be a unit vector normal toH . Since the matrix Q̃ is proper orthogonal, the vector Q̃c is unit and
7



normal to the plane Q̃(H). It follows that the angle between the vectors c and Q̃c is equal to the
angle between the planesH and Q̃(H), so that

|(Q̃ − I)c| = sup
b∈H ,|b|=1

|(Q̃ − I)b|.

Therefore,
|Q̃ − I| = sup

v∈R3,|v|=1
|(Q̃ − I)v| ≤ 2c1‖C̃ − C‖W2,s(Ω).

There thus exists a constant c2 such that

|ã| + |Q̃ − I| ≤ c2‖C̃ − C‖W2,s(Ω).

Therefore, there exists a constant c depending only on ϕ such that

‖ϕ̃ − ϕ‖W3,s(Ω) ≤ ‖ϕ̃ − (ã + Q̃ϕ)‖W3,s(Ω) + ‖ã‖W3,s(Ω) + ‖(Q̃ − I)ϕ‖W3,s(Ω)

≤ c‖C̃ − C‖W2,s(Ω).

This inequality shows that the inverse of the mapping F |D(Ω) is continuous. �

3. Intrinsic formulations of the displacement-traction problem of nonlinear elasticity

For details about the modeling of three-dimensional nonlinear elasticity, either as a boundary
value problem or as a minimization problem, see, e.g., Ciarlet [6, Chapters 1-5]. The assumptions
on the sets Ω and Γ0 and on the number s are the same as in Section 2.

Consider an elastic body with reference configuration Ω, assumed to be held fixed on the
portion Γ0 of the boundary Γ := ∂Ω, and let Γ1 := Γ \ Γ0.

The main objective of elasticity theory is to determine the deformation ϕ : Ω → R3 un-
dergone by the elastic body in the presence of applied body and surface forces, given by their
densities f : Ω → R3 and h : Γ1 → R3 per unit volume and per unit area, respectively; for
simplicity, we assume here that the applied forces are dead loads, i.e., that they do not depend
on the unknown deformation ϕ.

This objective is achieved in two stages. First, thanks to the stress principle of Euler and
Cauchy and to Cauchy’s theorem, this amounts to finding the second Piola-Kirchhoff stress tensor
Σ : Ω→ S3 that, together with the deformation ϕ, satisfy the following equations of equilibrium
in the reference configuration:

−div (∇ϕΣ) = f in Ω,

ϕ = id on Γ0,

(∇ϕΣ)n = h on Γ1,

(3)

where n denotes the unit outer normal vector field along Γ1.
Second, the above equations of equilibrium must be supplemented by the constitutive equa-

tion of the elastic material, which relates the stress tensor field Σ and the deformation ϕ by means
of a given function Σ̂ : Ω ×M3

+ → S3, called the response function of the elastic material under
consideration, as

Σ(x) = Σ̂(x,∇ϕ(x)) for all x ∈ Ω. (4)
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The system formed by the equations (3) and (4) constitute the displacement-traction prob-
lem of nonlinear elasticity. In the particular cases where Γ0 = Γ, or Γ0 = ∅, this problem is
respectively called a pure displacement problem, or a pure traction problem.

The classical formulation of the displacement-traction problem consists in replacing the un-
known Σ in the equations (3) by its expression given by the constitutive equation (4), so that the
deformation ϕ becomes in effect the sole primary unknown.

The intrinsic formulation of the displacement-traction problem, which we will now intro-
duce, consists in replacing both unknowns Σ and ϕ in terms of the corresponding Cauchy-Green
tensor C, so that this tensor becomes in effect the sole primary unknown.

On the one hand, the principle of material frame-indifference implies that there exists a func-
tion Σ̃ : Ω × S3

> → S3 such that

Σ(x) = Σ̃(x,C(x)) for all x ∈ Ω.

(compare this equation with (4)), so that the stress tensor Σ is a function of the matrix field C.
On the other hand, we characterized in Section 2 the set T(Ω) of all admissible Cauchy-Green

tensor fields as a subset of the Banach space W2,s(Ω; S3) and we showed that any deformation
ϕ ∈ D(Ω) can be reconstructed from the associated Cauchy-Green tensor field C via the mapping
G := F −1 (Theorem 2.2).

These two observations combined show that the matrix field C can be considered as the
primary unknown in the displacement-traction problem of nonlinear elasticity, since both the
deformation ϕ and the stress Σ in the elastic body are functions of C. More specifically, the
following result holds, as a simple consequence of Theorem 2.2:

Theorem 3.1. Assume that the inverse G : T(Ω) → D(Ω) of the mapping F : D(Ω) → T(Ω) is
differentiable (this is the case if Γ0 = Γ; cf. Theorem 2.2). Then a deformation field ϕ ∈ D(Ω)
satisfies the classical formulation of the displacement-traction problem, viz.,

−div {∇ϕΣ̂(·,∇ϕ)} = f in Ω,

ϕ = id on Γ0,

{∇ϕΣ̂(·,∇ϕ)}n = h on Γ1,

if and only if the associated Cauchy-Green tensor field C ∈ T(Ω) satisfies the following intrinsic
formulation of the same problem:

−div {∇(G(C))Σ̃(·,C)} = f in Ω,

{∇(G(C))Σ̃(·,C)}n = h on Γ1.

The above displacement-traction problem can also be formulated as a minimization problem
if the elastic material constituting the body is hyperelastic. This means that there exists a function
Ŵ : Ω ×M3

+ → R, called the stored energy function of the elastic material under consideration,
such that

FΣ̂(x, F) =
∂Ŵ
∂F

(x, F) for all (x, F) ∈ Ω ×M3
+.

For such a material, the equations (3)-(4) formally constitute the Euler equations associated with
the critical points of the total energy

J(ϕ) :=
∫

Ω

Ŵ(x,∇ϕ(x)) dx −
∫

Ω

f · ϕ dx −
∫

Γ1

h · ϕ dΓ,

9



which is thus defined over a set of deformations ϕ : Ω → R3 of suitable regularity that satisfy
ϕ = id on Γ0. Finding the minimizers of this functional constitutes the classical formulation
of the minimization problem associated with the displacement-traction problem of nonlinear
elasticity.

We now describe the intrinsic formulation of the same minimization problem. For a hyper-
elastic material, the principle of material frame-indifference implies that there exists a function
Σ̃ : Ω × S3

> → R such that

Ŵ(x, F) = W̃(x, FT F) for all (x, F) ∈ Ω ×M3
+.

Thanks again to the homeomorphism F : ϕ ∈ D(Ω) 7→ ∇ϕT∇ϕ ∈ T(Ω) (Theorem 2.2), the
total energy J(ϕ) can therefore be expressed for all ϕ ∈ D(Ω) as

J(ϕ) = I(C) for all C = F (ϕ),ϕ ∈ D(Ω),

where

I(C) :=
∫

Ω

W̃(·,C) dx −
∫

Ω

f · G(C) dx −
∫

Γ1

h · G(C) dΓ for all C ∈ T(Ω) (5)

and G = F −1. In this way, the matrix field C can be considered as the primary unknown in the
minimization problem associated with the displacement-traction problem of nonlinear elasticity.
More specifically, the following result holds, again as a simple consequence of Theorems 2.2:

Theorem 3.2. The deformation field ϕ ∈ D(Ω) minimizes the total energy J over D(Ω) if and
only if the corresponding Cauchy-Green tensor field C ∈ T(Ω) minimizes the functional I over
T(Ω).

4. The manifold of admissible Cauchy-Green tensor fields, when Γ0 = Γ

Our proofs of the existence theorems in Sections 6 and 7 crucially hinge on the next theorem,
which shows that, when Γ0 = Γ, the set T(Ω) of admissible Cauchy-Green tensors (as defined
and characterized in Theorem 2.2) becomes a Banach manifold.

Theorem 4.1. Assume that Γ0 = Γ. Then the set T(Ω) is a manifold of class C∞ in the Banach
space W2,s(Ω; S3), and the mapping

F : ϕ ∈ W3,s(Ω; R3)→ ∇ϕT
∇ϕ ∈ W2,s(Ω; S3)

is a C∞ diffeomorphism from D(Ω) onto T(Ω).

P. It suffices to prove that the set D(Ω) is a C∞-manifold in the Banach space W3,s(Ω; R3)
and that the mapping F |D(Ω) is an embedding of class C∞. For convenience, the proof of these
two assertions, which follows the same lines as the proof of Theorem 3.5 in C. Mardare [12], is
broken into four stages.

(i) The set D(Ω) is a C∞-manifold in the Banach space W3,s(Ω; R3). The set

V(Ω) := W3,s(Ω; R3) ∩W1,s
0 (Ω; R3)
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is a closed subspace of the Banach space W3,s(Ω; R3). As an open subset of the closed affine
subspace id + V(Ω), the set D(Ω) is a submanifold of class C∞ of the Banach space W3,s(Ω; R3).
Besides, the tangent space to D(Ω) at any ϕ ∈ D(Ω) is the space V(Ω).

(ii) At every ϕ ∈ D(Ω), the tangent mapping

TϕF : V(Ω)→ W2,s(Ω; S3)

is injective. Since F is a bilinear mapping, it is easily seen that its tangent map at ϕ is defined by

TϕF (u) = 2e(u) := ∇ϕT
∇u + ∇uT

∇ϕ for all u ∈ V(Ω).

Since ϕ ∈ W3,s(Ω; R3) and infx∈Ω det∇ϕ(x) > 0, the mapping ϕ is locally a C1-diffeomorphism.
Thus the Korn inequality in the curvilinear coordinates defined by ϕ (see [7]) shows that there
exists a constant C such that

‖u‖H1(Ω) ≤ C‖e(u)‖L2(Ω) for all u ∈ V(Ω). (6)

This implies that TϕF is injective.
(iii) The tangent mapping TϕF has a closed split range in W2,s(Ω; S3). We have to prove that

the image of TϕF , defined by

A := {e(u) ∈ W2,s(Ω; S3); u ∈ V(Ω)},

is closed in the space W2,s(Ω; S3) and that there exists a closed subspace B of the same space
such that W2,s(Ω; S3) = A ⊕ B; cf. Abraham, Marsden & Ratiu [1, Definition 2.1.14]. The fact
thatA is closed is a consequence of the following Korn inequality in curvilinear coordinates:

‖u‖W3,s(Ω) ≤ C‖e(u)‖W2,s(Ω) for all u ∈ V(Ω).

The proof of this inequality is similar to that of the Korn inequality (6) as given in Duvaut &
Lions [11] and for this reason is not given here.

Let
B := {C ∈ W2,s(Ω; S3);

∫
Ω

C : e(v)dx = 0 for all v ∈ V(Ω)},

where : denotes the usual matrix inner product. It is clear that the set B is closed in W2,s(Ω; S3)
and that A ∩ B = {0}. It remains to show that A + B = W2,s(Ω; S3). Let C ∈ W2,s(Ω; S3) be
fixed, but otherwise arbitrary, and define u ∈ H1

0(Ω; R3) as the unique solution of the variational
equations ∫

Ω

e(u) : e(v)dx =

∫
Ω

C : e(v)dx for all v ∈ H1
0(Ω; R3).

By using the regularity of the solution to these variational equations (which holds since the
boundary Γ is smooth enough and Γ0 = Γ; cf., e.g., Ciarlet [6, Theorem 6.3-6]), one deduces that
u ∈ W3,s(Ω; R3). Hence e(u) ∈ A. The definition of u then implies that (C − e(u)) belongs to the
set B, so that C = e(u) + (C − e(u)) belongs to the set (A + B).

(iv) Conclusion. The tangent mapping TϕF being injective and having a closed split range
at every ϕ ∈ D(Ω), the mapping F is an immersion, according to [1, Definition 3.5.6]. Since
it is also a homeomorphism onto its image (Theorem 2.2), F is in fact en embedding; cf. [1,
Definition 3.5.9]. Hence its image T(Ω) is a manifold in the Banach space W2,s(Ω; S3); cf.
[1, p. 201]. This manifold is of class C∞ since F is of class C∞. That the mapping F is a
diffeomorphism of class C∞ is a consequence of the inverse function theorem of [1, Theorem
3.5.1]). �
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5. Some theorems from the classical approach

This section gathers other preliminaries needed for our existence theorems, viz., those results
from the classical approach to nonlinear elasticity that will be used in the rest of this paper.

The first theorem establishes the existence of solutions to the classical formulation of the
pure displacement problem of nonlinear elasticity by means of the implicit function theorem, as
revisited by Zhang [16, Theorem 2.6]:

Theorem 5.1. Assume that Ω is a bounded, open subset of R3, with a boundary Γ of class C3

and that the response function Σ̂ : Ω ×M3
+ → S3 satisfies the following three assumptions: Σ̂ is

of class C3, Σ̂(·, I) = 0, and there exists a constant C > 0 such that∫
Ω

∂Σ̂

∂F
(x, I)∇v(x) : ∇v(x)dx ≥ C‖v‖2H1(Ω) for all v ∈ D(Ω; R3).

Let s > 3/2. Then there exist two constants ε > 0 and δ > 0 such that, for each f ∈ W1,s(Ω; R3)
such that ‖ f‖W1,s(Ω) < ε, there exists a unique vector field ϕ ∈ W3,s(Ω; R3) that satisfies:

‖ϕ − id‖W3,s(Ω) < δ,

− div {∇ϕΣ̂(·,∇ϕ)} = f in Ω and ϕ = id on Γ.

The second theorem establishes the existence of minimizers to the classical formulation of the
minimization problem associated with the displacement-traction problem by means of J. Ball’s
theory of polyconvexity; cf. [3, 4, 6, 16]. We recall that a stored energy function Ŵ : Ω×M3

+ → R
is polyconvex if, for each x ∈ Ω, there exists a convex functionW(x, ·) : M3 ×M3 × (0,∞)→ R
such that

Ŵ(x, F) =W(x, F,CofF, det F) for all F ∈M3
+,

where CofF designates the cofactor matrix of the matrix F.

Theorem 5.2. Let Ω ⊂ R3 be a bounded and connected open subset of R3, with a Lipschitz-
continuous boundary, the set Ω being locally on the same side of its boundary. Let Γ0 be a
non-empty, relatively open subset of the boundary of Ω.

Consider a polyconvex function Ŵ : Ω×M3
+ → R that satisfies the following properties: The

functionW(·, F,H, δ) : Ω → R is measurable for all (F,H, δ) ∈ M3 ×M3 × (0,∞), there exist
numbers p ≥ 2, q ≥ p

p−1 , r > 1, α > 0, and β ∈ R such that

Ŵ(x, F) ≥ α(‖F‖p + ‖CofF‖q + (det F)r) − β for all (x, F) ∈ Ω ×M3
+,

and, for almost all x ∈ Ω, Ŵ(x, F)→ +∞ if F ∈M3
+ is such that det F→ 0+.

Let f ∈ L6/5(Ω; R3), let the set of admissible deformations be defined by

M := {ψ ∈ W1,p(Ω; R3); Cof(∇ψ) ∈ Lq(Ω; M3), det∇ψ ∈ Lr(Ω)
det(∇ψ) > 0 a.e. in Ω, ψ = id on ∂Ω},

and assume that infψ∈M J(ψ) < ∞, where the functional J :M→ R is defined by

J(ψ) :=
∫

Ω

Ŵ(x,∇ψ(x)) dx −
∫

Ω

f ·Ψ dx for all ψ ∈ M.

Then there exists ϕ ∈ M such that J(ϕ) = infψ∈M J(ψ).
12



The existence results of Theorems 5.1 and 5.2 hold under different sets of assumptions on
the data, but the “intersection” of these assumptions is nonempty. A natural question therefore
arises: Do the solutions given by Theorems 5.1 and 5.2 coincide when both theorems apply?
The answer is affirmative, at least for a specific class of elastic materials, as shown by Zhang [16,
Theorem 3.4]:

Theorem 5.3. Let p > 3 and assume that Ω is a bounded, connected, open subset of R3, with
a boundary of class C3. Assume that the stored energy function of the material constituting the
body is given by

Ŵ(x, F) = a|F|p + b|CofF|q + G(F,CofF, det F) for all (x, F) ∈ Ω ×M3
+,

where p ≥ 2, q ≥ p
p−1 , a > 0, b > 0, and G : M3×M3×(0,∞)→ R is a convex function of classC4

that is bounded from below and satisfies G(Fn,Hn, δn)→ ∞ whenever (Fn,Hn, δn)→ (F,H, 0+)
as n→ ∞.

Then there exists a constant ε > 0 such that the solutions given by Theorems 5.1 and 5.2
coincide whenever ‖ f‖Lp(Ω) < ε.

6. Existence of solutions to the intrinsic formulation of the pure displacement problem

We assume in the rest of this paper that Γ0 = Γ, which means that we restrict our study of
the existence of solutions to the pure displacement problem of nonlinear elasticity. Otherwise,
the set Ω satisfies the assumptions of Section 2, and s > 3/2. In addition, we assume that the
boundary of Ω is connected.

The objective of this section is to show that the intrinsic formulation of the pure displacement
problem given in Section 3 has solutions provided that f ∈ W1,s(Ω; R3) is sufficiently small in
the corresponding norm and the response function Σ̃ : Ω × S3

> → S3 has a specific (but natural)
behavior “when C ∈ S3

> is close to I”.
Recall that, when Γ0 = Γ, T(Ω) is a manifold in the Banach space W2,s(Ω; S3) and that its

tangent space at I is the image by the tangent mapping to F of the tangent space at id of the
Banach manifold D(Ω) (Theorem 4.1). This means that

TI(T(Ω)) = T idF (V(Ω)),

where
V(Ω) = W3,s(Ω; R3) ∩W1,s

0 (Ω; R3),

F (ϕ) = ∇ϕT
∇ϕ ∈ W2,s(Ω; S3) for all ϕ ∈ W3,s(Ω; R3);

cf. Section 4. We then have the following existence result for the intrinsic formulation of the
pure displacement problem:

Theorem 6.1. Assume that the mapping Σ̃ : Ω × S3
> → S3 satisfies the following three assump-

tions: Σ̃ is of class C3, Σ̃(·, I) = 0, and there exists a constant c > 0 such that∫
Ω

∂Σ̃

∂C
(x, I)B(x) : B(x)dx ≥ c‖B‖L2(Ω;S3) for all B ∈ W2,s(Ω; S3).

Then there exist two constants ε > 0 and δ > 0 such that, for each f ∈ W1,s(Ω; R3) such that
‖ f‖W1,s(Ω) < ε, there exists a unique tensor field C ∈ T(Ω) that satisfies

‖C − I‖W2,s(Ω;S3) < δ and − div {∇(G(C))Σ̃(·,C)} = f in Ω.
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P. The central idea is to apply the implicit function theorem on Banach manifolds (cf. Abra-
ham, Marsden & Ratiu [1, Theorem 3.5.1]) to the mapping

H : C ∈ T(Ω) 7→ −div {∇(G(C))Σ̃(·,C)} ∈ W1,s(Ω; R3)

in a neighborhood of I ∈ T(Ω). To this end, we need to prove that H is at least of class C1 and
that its tangent mapping at I, which is given by

TIH : B ∈ TI
(
T(Ω)

)
7→ −div

{∂Σ̃

∂C
(·, I)B

}
∈ W1,s(Ω; R3),

is an isomorphism. To see this, we note thatH = K ◦ G, where the mapping K is defined by

K : ϕ ∈ D(Ω) 7→ K(ϕ) := −div {∇ϕΣ̃(·,∇ϕT
∇ϕ)} ∈ W1,s(Ω; R3),

and the mapping G is the inverse of the mapping F : D(Ω)→ T(Ω) (cf. Theorem 4.1).
But the mapping K is precisely the mapping that is defined by the left-hand side of the

system of partial differential equations that constitute the pure displacement problem of nonlinear
elasticity (Theorem 5.1), with a response function Σ̂ defined by

Σ̂(x, F) = Σ̃(x, FT F) for all (x, F) ∈ Ω ×M3
+.

Thus the mapping K is of class C1 and its tangent mapping at id ∈ D(Ω), which is defined by

T idK : u ∈ V(Ω) 7→ −div
{∂Σ̃

∂C
(∇uT + ∇u)

}
∈ W1,s(Ω; R3),

is an isomorphism.
The mapping G is the inverse of the C∞-mapping F |D(Ω), whose tangent map at id, viz.,

T idF : u ∈ V(Ω) 7→ (∇uT + ∇u) ∈ TI
(
T(Ω)

)
,

is an isomorphism; cf. Section 4. Thus G is also of class C∞ and its tangent mapping at I, given
by TIG = (T idF )−1, is an isomorphism.

We then infer from the above observations that the composite mapping H = K ◦ G is at
least of class C1 and that its tangent mapping at I, which is given by TIH = T idK ◦ TIG, is an
isomorphism. �

Remark 6.2. Let ϕ := G(C) ∈ D(Ω), where the tensor field C ∈ T(Ω) is the solution of the
pure displacement problem solved in Theorem 6.1. Since ϕ ∈ W3,s(Ω; R3) ⊂ C1(Ω; R3) and
det∇ϕ(x) > 0 for all x ∈ Ω, Theorem 5.5.2 of [6] shows that ϕ(Ω) = Ω, ϕ(Ω) = Ω, and
ϕ : Ω→ Ω is one-to-one. �

7. Existence of solutions to the intrinsic formulation of the minimization problem associ-
ated with the pure displacement problem

We now turn our attention to the intrinsic formulation given in Section 3 of the minimization
problem associated with the pure displacement problem of nonlinear elasticity.
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The assumptions are those of the previous section; in particular, Γ0 = Γ and s > 3/2 . In
addition, we assume that the material constituting the body is hyperelastic, with a stored energy
function of the form proposed by Ciarlet and Geymonat [8], viz.,

Ŵ(x, F) := a|F|2 + b|CofF|2 + c(det F)2 − d log(det F) − (3a + 3b + c) (7)

for all (x, F) ∈ Ω × M3
+, where |A| denotes the Frobenius norm of a matrix A ∈ M3, and the

constants a > 0, b > 0, c > 0 and d > 0 are so chosen that

Ŵ(x, F) =
λ

2
(tr E)2 + µ tr(E2) + o(|E|2) with E :=

1
2

(FT F − I) (8)

for all (x, F) ∈ Ω ×M3
+, where λ > 0 and µ > 0 are the Lamé constants of the elastic material

under consideration.

Remark 7.1. One possible choice of the constants (they are not uniquely defined) appearing in
the definition of the stored energy function of (7) in terms of the Lamé coefficients of the material
is given by

a =
µ2

λ + 2µ
, b =

λµ

2(λ + 2µ)
, c =

λ2

4(λ + 2µ)
, d =

λ + 2µ
2

.
�

Note that the function Ŵ is independent of x ∈ Ω and of course depends on F ∈M3
+ only via

C := FT F. Indeed, a simple computation shows that

Ŵ(x, F) = W̃(C) for all (x, F) ∈ Ω ×M3
+,

where

W̃(C) := a tr C + b tr CofC + c det C −
d
2

log det C − (3a + 3b + c) for all C ∈ S3
>.

Remark 7.2. The stored energy function of (7) is chosen here essentially for simplicity; oth-
erwise more general hyperelastic materials can be as well considered, for instance those with a
stored energy function of the form:

Ŵ(x, F) := a|F|p + b|CofF|q + G(det F) for all (x, F) ∈ Ω ×M3
+,

where p ≥ 2, q ≥ p
p−1 , and the constants a > 0, b > 0 and the function G are so chosen that

(i) G is convex, bounded from below, and satisfies limδ→0+ G(δ) = +∞,
(ii) G′(1) + q3q/2−1b < 0,

(iii) G′′(1) + G′(1) + 2q(2q − 1)3q/2−2b + p(p − 2)3p/2−2a ≥ 0.
�

We now show that the intrinsic formulation given in Section 3 of the minimization problem
associated with the pure displacement problem of nonlinear elasticity has a solution provided
that an ad hoc norm of the body force density is “small enough”. The Banach manifold T(Ω) is
defined in Theorem 2.2; the functional I is defined in (5).
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Theorem 7.3. There exist two constants ε > 0 and δ > 0 with the following properties: For
each f ∈ W1,s(Ω; R3) such that ‖ f‖W1,s(Ω) < ε, there exists a unique tensor field C0 ∈ T(Ω) that
satisfies

‖C0 − I‖W2,s(Ω) < δ,

I(C0) = inf
C∈T(Ω)

I(C), where I(C) :=
∫

Ω

W̃(·,C)dx −
∫

Ω

f · G(C)dx for all C ∈ T(Ω).

P. The functional I is not coercive over the Banach manifold T(Ω), so that the direct meth-
ods of the Calculus of Variations do not apply. The idea is then to show instead that the Euler-
Lagrange equation associated with this minimization problem possesses a unique solution and
that this solution minimizes the functional I. The minimizer is unique since any other minimizer
must satisfy the same Euler-Lagrange equation.

Finding a solution to the Euler-Lagrange equation associated with the above minimization
problem consists in finding a field C ∈ T(Ω) that satisfies the equation

−div
(
2∇G(C)

∂W̃
∂C

(C)
)

= f in Ω.

In order to prove the existence of such a field, we need to show that the response function Σ̃ :
Ω × S3

> → S3 defined by

Σ̃(x,C) = 2
∂W̃
∂C

(C) for all (x,C) ∈ Ω × S3
>

satisfies all the hypotheses of Theorem 6.1.
First, it is clear that Σ̃ is of class C∞. Next, since the function Ŵ satisfies the relation (8), it

follows that the function W̃, which is defined in terms of Ŵ by the relations W̃(FT F) = Ŵ(x, F)
for all (x, F) ∈ Ω ×M3

+, satisfies the relations

Σ̃(x,C) =
λ

2
tr(C − I) + µ(C − I) + o(|C − I|) for all (x,C) ∈ Ω × S3

>;

cf. Ciarlet [6, Theorem 4.2-2]. This next implies that Σ̃(·, I) = 0 and that∫
Ω

∂Σ̃

∂C
(x, I)B(x) : B(x)dx =

∫
Ω

{λ
2

(tr B(x))2 + µ|B(x)|2
}
dx ≥ µ‖B‖2L2(Ω)

for all B ∈ L2(Ω; S3), thus a fortiori for all B ∈ W2,s(Ω; S3). All the assumptions of Theorem
6.1 being thus satisfied, there exist two constants ε0 > 0 and δ0 > 0 such that, if ‖ f‖W1,s(Ω) < ε0,
there exists a unique tensor field C0 ∈ T(Ω) that satisfies

‖C0 − I‖W1,s(Ω) < δ0,

− div {∇G(C0)Σ̃(·,C0)} = f in Ω.
(9)

It remains to prove that C0 minimizes the functional I provided ‖ f‖W1,s(Ω) < ε for some well
chosen constant 0 < ε ≤ ε0. To this end, define the set

D0(Ω) := {ψ ∈ H1(Ω; R3); Cof∇ψ ∈ L2(Ω; M3), det∇ψ ∈ L2(Ω),
det∇ψ > 0 a.e. in Ω, ψ = id on Γ}.
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On the one hand, since the function Ŵ is polyconvex and satisfies all the assumptions of
the fundamental existence theorem of Ball [3] (see Theorem 5.2), there exists a vector field
ϕ0 ∈ D0(Ω) that minimizes over the set D0(Ω) the functional J defined by

J(ψ) =

∫
Ω

Ŵ(x,∇ψ(x))dx −
∫

Ω

f (x) · ψ(x)dx for all ψ ∈ D0(Ω).

On the other hand, since the response function Ŵ : Ω ×M3
+ → S3 defined by

Σ̂(x, F) = Σ̃(x, FT F) for all (x, F) ∈ Ω ×M3
+

satisfies the assumptions of the implicit function theorem as revisited by Zhang [16, Theorem
2.6] (reproduced here in Theorem 5.1), there exist two constants ε1 > 0 and δ1 > 0 such that, if
f ∈ W1,s(Ω) satisfies ‖ f‖W1,s(Ω) < ε1, the boundary value problem

−div {∇ϕ)Σ̃(·,∇ϕ)} = f in Ω,

ϕ = id on Γ,
(10)

has a unique solution ϕ1 ∈ W3,s(Ω; R3) satisfying ‖ϕ1 − id‖W3,s(Ω) < δ1.
Thanks to [16, Theorem 3.4] (reproduced here in Theorem 5.3), there exists 0 < ε ≤

min(ε0, ε1) such that ϕ0 = ϕ1 for all f ∈ W1,s(Ω; R3) satisfying ‖ f‖W1,s(Ω) < ε. Thus the vector
field ϕ0 satisfies relations (10), from which it follows (cf. Theorem 3.1) that the matrix field
∇ϕT

0∇ϕ0 is a solution to problem (9). In addition,

‖∇ϕT
0∇ϕ0 − I‖W2,s(Ω) ≤ 2‖∇ϕ0‖W2,s(Ω)‖∇ϕ0 − I‖W2,s(Ω) < 2(1 + δ1)δ1 < δ0,

provided that ε is chosen sufficiently small. Then the uniqueness of the solution to problem (9)
shows that ∇ϕT

0∇ϕ0 = C0.
Given any matrix field C ∈ T(Ω), there exists, by Theorem 2.2, a vector field ϕ ∈ D(Ω) such

that C = ∇ϕT∇ϕ. Since then ϕ ∈ D0(Ω), we have J(ϕ0) ≤ J(ϕ). Therefore,

I(C0) = I(∇ϕT
0∇ϕ0) = J(ϕ0) ≤ J(ϕ) = I(∇ϕT

∇ϕ) = I(C).

This shows that the tensor field C0 is a minimizer of I over the set T(Ω). �

Remark 7.4. Let ϕ0 := G(C0) ∈ D(Ω), where the tensor field C0 ∈ T(Ω) is the solution to
the minimization problem solved in Theorem 7.3. Since ϕ0 ∈ W3,s(Ω; R3) ⊂ C1(Ω; R3) and
det∇ϕ0(x) > 0 for all x ∈ Ω, Theorem 5.5.2 of [6] shows that ϕ0(Ω) = Ω, ϕ0(Ω) = Ω, and
ϕ0 : Ω→ Ω is one-to-one. �
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